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table, oriented towards sensitivity analysis, which is of great interest for the
design and control of complex systems.

The code is programmed in FORTRAN IV language and has been imple-
mented on an IBM 370/165 computer. To find the cut sets of order 1, 2
and 3 of a system composed of 200 primary events required roughly two mi-
nutes of computer time. The determination of the unavailability of the same
system, at 10 different mission times, requires about half a minute. This last
computation concerns 86 independent primary events with constant failure and
restoration rates, and 957 minimal cut sets of order 2.
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ABSTRACT

This report describes a code for evaluating the system availability, and
therefore as a particular case, for evaluating the system reliability, of systems
having elements for which a binary state is assumed : functioning or not-func-
tioning.

The code is oriented towards a fault-tree representation. First of all it finds
deterministically the minimal cut sets, then calculates analytically the availabi-
lity of each primary event. Finally, it evaluates the system availabi-
lity as a function of the most significant minimal cut sets and of the availabi-
lity of the primary events appearing in these critical sets. It also supplies a
table, oriented towards sensitivity analysis, which is of great interest for the
design and control of complex systems.

The code is programmed in FORTRAN IV language and has been imple-
mented on an IBM 370/165 computer. To find the cut sets of order 1, 2
and 3 of a system composed of 200 primary events required roughly two mi-
nutes of computer time. The determination of the unavailability of the same
system, at 10 different mission times, requires about half a minute. This last
computation concerns 86 independent primary events with constant failure and
restoration rates, and 957 minimal cut sets of order 2.
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1. INTRODUCTION

Several codes have been developed for system availability and reliabi-
lity evaluation, In ﬂ] various open literature codes have been examined
and the problem of interdependence between representations, calculation
methods and codes has been discussed. Among the most significant codes
we quote the following: ARMM /2/, /3/; SAFTE /3/; NOTED /4/; PREP-

KITT /5/, [/6/; BOUNDS (NBB), /7/.

This examination has clearly shown the advantages of a fault-tree re-
presentation as compared with alternative representations. The symbology
of a fault-tree representation is described, for example, in /3] and [6/,
and is illustrated in Fig., 1. The advantages of a fault-tree representation
can be summed up as follows: the more immediate representation of a real
system, the ease with which the desired level of detail can be obtained even
in several subsequent analyses, the possibility of f:aking human factors in-
to account, and the ease with which any type of modification can be intro-
duced into the system. In addition, and this is perhaps the most important
characteristic, the possibility of specifying directly and automatically, by

means of a computer, the minimal cut sets of the system.,

Another consideration: none of the codes examined in /1/ develops sys-
tematically what is certainly one of the most important aspects of an avail-
ability analysis, and that is the qualitative aspect characterized by the cri-

tical sets of the system,

The characteristics which differentiate the CADI code from the codes
quoted, and which qualify it, are essentially as follows:

- the accentuation of the qualitative aspect of the availability analysis;

- the calculation of the availability of each primary event as derived

from the transition matrix: good state - bad state of the event itself;
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- the evaluation of the system unavailability, up to the first three

bounds, by means of a very efficient algorithm;
- input cards reduced to a minimum and easy to prepare;

- extensive output lists which can be understood immediately.

This code makes it possible to tackle in a satisfactory manner practical-
ly all the problems of evaluating the availability of systems that can be re-
presented by a fault-tree, as for example safety systems of reactors or
electrical supply systems. However, taking into account the rapid develop-
ments in this field, more sophisticated algorithms are being elaborated for
the analysis of particular aspects of availability problems. Some of these
algorithms, which will be included progressively into the code, are men-~

tioned in Sec. 3. 3.

2, CALCULATION METHODS FOR SYSTEM AVAILABILITY

2.1 Some definitions

By a system we mean a set of elements the state of which is assumed
to be binary: functioning - not functioning, A fault-tree represents the pri-
mary events and the final event characterized by these elements., The state
0 is attributed to a '""bad' or "fault" event, and to the '"good" event is attri-
buted the state 1. The calculation of a system availability means evaluat-
ing the probability that the final event will be in the desired state: 1, as a
function of the states of the primary events and of the probability distri-

butions corresponding to these states.

Generally, the real systems for which an availability analysis is of in-

terest are coherent, and thus indicating by
n the number of primary events in the system

X, the state of the ith primary event (i=1,2,...,n)
( x, = 1 if the event is in state 1;

x; = 0 if the event is in state 0 )
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X = (xi, Xy3 eees xn) the vector which indicates the state of the n primary
events
S(X) the "structure function' of the system (this function

assumes the value 1 if the system is in state 1, and

the value 0 if the system is in state 0)
‘they satisfy the conditions /8/:

S(X) » s(Y) foreachX > Y

(where by X > Y we mean X, >V, i=1,2,.0., 1)
S(1) =1 where 1 = (1, 1, ..., 1)

S(0) =0 where 0 = (0, 0, ..., 0)

Let us introduce some other definitions.

Critical set: a set of primary events which particularly influences

the system availability.

From what has been said above, the definitions of two particular types

of critical sets are derived.

Minimal cut set: minimal set of primary events which, if they are all
in the O state, cause the system also to be in the 0

state, i.e. '""unavailable',

Minimal tie set: minimal set of primary events, which, if they are

all in the 1 state, mean that the system is also in the

1 state, i.e. '"available',

In the following table some definitions are summarized.
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EVENT STATE OF EVENT PROBABILITY
failure (bad event) 0 unavailability
no failure (good event) 1 availability

2.2 Remarks on some codes examined and the methodology of the CADI

code

Codes for evaluating system availability are essentially of two types:
simulation codes and analytical codes, The simulation codes, see for ex-
ample [3], simulate the operation of the system by causing changes of
state in the primary events with probabilities corresponding to reality..
By making use of a logical description of the system, they then specify the
state of the final event corresponding to each situation created. Finally,
on the basis of the results obtained by repeating many "histories' of this

sort, they evaluate the availability of the system.

The analytical codes are characterized by three basic steps:

- specification of critical sets of the system \
- computation of the availability of each primary event

- evaluation of the availability of the system

The first step requires logical elaborations, the second numerical ela-

borations, and the third both logical and numerical elaborations.

Critical sets, Code [3_7, oriented towards a fault-tree representation, em-

ploys as criticalsets the minimal cut sets which it finds either by simula-
tion or by deterministic testing. Code ﬁ], oriented towards a block dia-
gram representation, finds deterministically the minimal tie sets, from
which it passes to the minimal cut sets. Code [:1_7, oriented towards a par-

ticular block diagram representation with NOT logic gates, uses as criti-
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cal sets the tie sets which should be explicit in the representation,
CADI finds the minimal cut sets on the basis of the structure function of
the system, which can be derived directly from the fault-tree represen-

tation,

Primary event availabilities, The calculation of the availability of each

primary event requires rather laborious numerical elaborations. Very few
codes, see for example [5_7, tackle this problem,

In Sec, 2.3 we report a method derived directly from the transition matrix
between the two states (0 and 1) of the event, /9/. This method, which does

not appear to have been applied by other codes, is employed by CADI,

System availability. In order to determine the availability of a system, on

the basis of the minimal cut sets, or on the basis of the minimal tie sets,
the bounds method [IQ7 can be employed. This method, used by code [7_7 ,
is also used by CADI and is described in Sec. 2.4.

2.3 Availability of a primary event as a function of time

The probability that a primary event will be in state l: availability, de-

pends upon various factors. If the following hypotheses are assumed:
-~ the failure distribution is known;

- it is possible to summarize in a distribution, which we will call "'res-
toration distribution'', the characteristics of maintenance, of repair,

and in general of restoration to the initial conditions;

- the failure rate 2 (t) and the restoration rate W(t) are time dependent

but not dependent on the previous '"history' of the event;

one can consider a markovian process with transition matrix
1 0
1 1-A(t)dt A(t)dt
(® (© W

0 u(t)de 1-p(t)at
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From matrix (1), indicating by po(t) and pl(t) respectively the probability

that the primary event will be in states 0 and 1 at time t, one obtains

((ap,
o = - Medp(e) + p(tlp (t)

d (2)
dpo

C‘T = Mt)p, (t) - u(t)po(t)

To which must be added the initial condition

p,(0) =1 (3)

In particular, in cases where the failure and restoration rates are not

time~dependent, i.e., if

At) = (4)

one is reduced to a homogeneous process and obtains
S ~(Mp)t
JORE vl EECR (5)

At the beginning of the mission, see (3), the availability of each primary
event is equal to 1. In the case of an unrestorable event ,the availability is
called reliability and tends towards 0 with time, In the case of a restorable
event the availability initially follows the same trend as the reliability, and
then remains at a higher value. In particular, if the failure and restoration
rates are constant, both the reliability and the availability have an exponen-
tial trend as indicated in Fig., 2. The reliability tends asymptotically to zero,

while the availability tends asymptotically to the value pA N 4u).

2.4 System availability and the bounds method

Let us consider a system having r minimal tie sets, Then, indicating by

1 the good state of the primary events and of the system, by A (availability)
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the probability that the system is in state 1, by Ti (i=1,2...,r) the event

"minimal tie set index i is good', we have

A=Pr(T1u T. v °"Tr) (6)

2
(Probability that at least one minimal tie set is good, and therefore
that there exists at least one tie between any primary event and the

final event),

Similarly, indicating by Cj (j=1,2...,s) the event ""minimal cut set in-

dex j of the system is good', we have

A =Pr(Cn Cyn L..C ) (7)

1
(Probability that all the minimal cut sets of the system are good, and
therefore that there exists at least one good primary event for each

cut set),

Taking into account the relations between unions of a set of events, we

obtain from (6)

A=Pr(Ty T, ...T )< E Px(T,)

i

az Pr(T,) - Z Pr(T;n T))

i i< j
sz Pr(Ti) - Z Pr(Ti n Tj) + (8)
i i<j

+ Z Pr(T;n T;n T,)

ic<j<k

@ ® © © e e & 0 = 8 © o o s ° o .
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where

e

i is good

E Pr(T n Tj) denotes the sum of the probabilities that the tie sets
1

taken two at a time jointly are good

i<j

denotes the sum of probabilities that each tie set

the indexingi< j, i< j < k, ... guarantees that a given set is not counted

more than once.

Furthermore, because

P n n
r(Cl CZ s

we obtain from (7)

S

... C ) =1 —Pr(Clu

A=1-Pr(C.u CZU,..C)ZI—E Pr(C.)
1

1

<1

2

i

-Zpr(Ei) +>: Pr(ai n Ej)

i<j

1 -Zpr(Ei) +Z Pr(Ei n Ej) +

i<j
- P E n E n C
E r( ; ; CIZ
i<j<k

(9)

(10)
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Equations (8) and (10) make it possible for us to calculate the availa-

bility of a system, however complex it may be, even with connected pri-

mary events, But practically, for systems which include many critical

sets (of the order of hundreds) and with critical sets consisting of several

primary events (even if only 3 or 4), the calculation time becomes prohi-

bitive. Among other things, even to find the critical sets,under these con-

ditions, would take too long, Therefore, the introduction of approxima-

tions becomes unavoidable. These approximations are essentially of three

kinds

- To assume that the primary events are unconnected. This condition
is generally satisfied, but must be verified at the representation le-

vel,

To consider only the most significant critical sets, for example the
minimal cut sets of a lower order of the system, and those of an im-
mediately higher order. It will be noted that the relative error made
in such a case in evaluating the system unavailability is of the order of
piz, if P; is the average value of the unavailability of each primary e-
vent, and if these unavailabilities do not differ very much from each
other. A similar reasoning can be made for a case in which the mi-

nimal tie sets of a system are being considered.,

To limit oneself to considering the first terms of the development of
expressions (6) and (7). For example, by considering only the first
summation of expressions (8) and (10), which is equal to assuming
the critical sets to be unconnected, approximations of the same type
as those given in Fig, 3 are obtained. If the second summation is also
taken into consideration, smaller errors and of opposite sign are ob-

tained. By increasing the number of terms, the errors become always
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1l

smaller and of alternate sign,

Fig. 3 shows that the tie set bounds (8) are most useful in the low avail-
ability region, while the cut set bounds (10) are most useful in the high a-

vailability region.

3. THE CADI CODE

CADI is a code for evaluating the unavailability of systems having high
availability, is written in FORTRAN IV language and has been implemented
on an IBM 370/165 computer. It consists of two programs: the CUTDET pro-

gram and the AVANA program.

3.1 The CUTDET Program

Given the structure function of a system, the CUTDET program finds
the minimal cut sets. This structure function must be described in FORTRAN
language by means of a subroutine called TREE, This subroutine is written
directly on the basis of a fault-tree representation. An example of how such

a subroutine can be written is shown in Fig, 4,

The primary events are indicated by E(I), I =1,2,... NE (where NE is
the highest index of the primary events). The derived events (gates) are in-
dicated by G(I), I =1,2,... NG (where NG is the highest index of the gates),

The final event is indicated conventionally by TOP,

Two important remarks:

- Not all the primary events E(I) and not all the gates G(I) need neces-
sarily appear in the fault-tree. Some can be left out, This characteris-
tic of the program is very useful during design because it allows the
analysis of alternative versions of the same system without subsequent

enumerations of the primary events, and of the gates, in cases where
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some of them are substituted or eliminated.

- If one gate employs other gates as input, these (last-mentioned) gates

must be defined first.

The program subsequently finds the minimal cut sets of order 1,2, ... 5.
The maximum order of the minimal cut sets to be found must be chosen by

the user.

The minimal cut sets, in addition to being printed, can also be punched
on cards. These cards are then used as input for the AVANA program

which calculates the system availability.

3.1.1 Input cards

In addition to the subroutine TREE, only two cards are necessary.

A, TITLE CARD (Format : 20A4)

This card is used to identify the system being studied.
From column 2 to column 80, any alphanumerical character can be pun-

ched.

B, PARAMETERS CARD (Format : 416)

The following parameters should be punched:

NE = Highest index of the primary events of the system; (NE ¢ NEMAX
= 500).

According to what has been said in Sec. 3.1, the number of pri~

mary events considered in the fault-tree can be less than NE,
NG = Highest index of the system gates; (NG € NGMAX = 500).

As with the primary events, the number of gates represented in

the fault-tree can be less than NG.
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MAX = Maximum order of the minimal cut sets of interest; (1 < MAX K5),

IPP = Parameter which determines if the minimal cut sets should only

be printed or punched as well,

If IPP = 1 the minimal cut sets are only printed.

If IPP = 2 the minimal cut sets are both printed and punched,

3.1.2 Output from CUTDET

First of all the program prints all the input information. This print al-
lows easy control of the input parameters and shows up any possible error

in the definitions of the parameters themselves.

The output information is collected in two tables. In the first table are
reported all the minimal cut sets found listed according to their order.
The second table, oriented towards a system sensitivity analysis, consti-
tutes one of the characteristics peculiar to the CADI code. In it are indi-

cated, for each order of minimal cut sets:

- the number of minimal cut sets;

- the total number of different primary

events appearing in these cut sets;

- the complete list of indexes of these events,

In this way the primary events are automatically classified in order of im-
portance with respect to the availability of the system. This information al-
lows specification of alternative solutions to the same problem without car-
rying out numerical calculations but on the basis of qualitative considerations
alone. These solutions can be oriented, for example, to contain the cost or

to achieve a certain level of availability.,

In the case where the number of minimal cut sets (NCT) of the system is
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more than NCTMAX = 4000, the program does not print the two tables
described here, but prints only the NCTMAX minimal cut sets of the sys-
tem which have been found first, This is due to the need to dimension the
program arrays. The NCTMAX parameter, as also the NEMAX and
NGMAX parameters, can easily be modified, This, of course, implies a
variation in the memory requirements of the program; see the next sec-

tion. For the printouts refer to the sample problem in Sec., 4 (a 22 primary

event system is considered),

3.1.3 Memory requirements and running time

The maximum values of the NE, NG and NCTMAX parameters
(NEMAX = 500, NGMAX = 500, NCTMAX = 4000) have been chosen so as
to make complete use of the smallest memory partition of the present com-
puting installation, which is of 132K bytes. These values can easily be
changed by substituting five cards of the program. The memory require-

ments MCUTDET can be estimated by means of the relation

M ~ 32,000 + 28 NEMAX + 4e NGMAX + 20 NCTMAX

cuTpeT(Pytes)

The running time T depends essentially upon NG and on the num-

CUTDET
ber of combinations of NE objects taken MAX at a time, which is the num-

ber of states of the system that the program has to examine.

To find the cut sets of order 1, 2 and 3 of a system composed of 200

primary events and 50 gates required roughly two minutes.

3.2 The AVANA program

The AVANA program evaluates the unavailability of a system as a
function of the most significant minimal cut sets and of the characteristics
of the events appearing in these sets. It consists of two subroutines:

AVACOM and CHASYS,
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The subroutine AVACOM computes the unavailability of each primary
event which appearsin the minimal cut sets as a function of: the type of
failure distribution, the type of restoration distribution, the parameters
of these distributions themselves,
At present the subroutine only handles the failure and restoration distri-
butions at a constant rate and the constant availability distribution (fail-
ure distribution with a constant cumulative probability during the mission
time considered, no restoration), Other distributions will be introduced
shortly.
The method of computation is based upon the transition matrix (1). In ge-
neral, it requires a numerical integration to determine the unavailability
of a primary event, In particular, if the failure and restoration rates are
constant, the computation is reduced to an analytical integration, see (5);

this decreases the calculation time quite considerably,

The subroutine CHASYS computes the upper bound of the system una-
vailability, and the successive two bounds, as a function of the more sig-
nificant minimal cut sets and of the unavailability of each primary event
which appear in these critical sets.

The evaluation of the concept ''most significant cut sets' is left to the
user, It will be noted that, for high availability systems, if the unavailabi-
lities of the primary events do not differ very much from each other, we
can consider only the minimal cut sets of lowest order in the system, and

eventually also those of the immediately higher order.

The AVANA program requires the following input cards,

A, TITLE CARD (Format : 20A4)

As for the CUTDET program, this card serves to identify the system being
studied, From column2 to column 80 any alphanumerical character can be

punched.
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B. PARAMETERS CARD (Format : 616)

The following parameters should be punched:

NE = Highest index of the primary events of the system; (NE <
NEMAX = 500).

NECHR = Number of different primary events appearing in the cut sets
under consideration, and for which the failure and restora-

tion characteristics are given; NECHR < NE,
NCT = Number of cut sets under consideration; (NCT < NCTMAX = 1000),

IA = Parameter which determines whether it is the unavailability

or the unreliability of the system which has to be computed.

If IA =1 the program will compute the system unavailability.
If IA = 2 the input information on the restoration of the prima-
ry events will be ignored, and the program will compute the

system unreliability.

IB = Parameter which determines whether only the first bound of
the system unavailability must be computed or whether the

successive two bounds should also be computed.

If IB =1 only the first bound is computed.
If IB = 2 the successive two bounds are also computed.
IT = Parameter which selects the type of time points of interest.
If IT =1 the time points are at a constant interval.
If IT = 2 the time points can be spaced out arbitrarily (see the

following item).

C. NUMBER OF DATA POINTS AND MISSION TIME CARDS

These cards differ according to the value of the parameter IT.

Case IT =1 In this case only one card (Format : 16, E12. 5) is punched.
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NP = Number of time points of interest,at constant interval;

(1< NP < 10).

TMAX = Maximum mission time; should be TMAX > 0.

( Time interval = TMAX/NP )
Case IT =2 In this second case two or three cards should be punched.
NP = Number of time points of interest; (1 < NP £ 10). (Format : I6)

™™ = Vector of length NP containing the mission times of interest.

(Format : 6E12. 5).
The times should be in ascending order, and should be TM(1)> 0,

One or two cards are necessary to punch this vector, accord-

ing to the value of NP.

D. PRIMARY EVENTS CHARACTERISTICS CARDS (Format : 216, 2E12, 5,

16, 2E12.5)

One card is required for each primary event which appears in the cut sets

under consideration. In each of these cards should be punched:
I = Index of the primary event,
IFAIL = Type of failure distribution of the primary event.
PFAIL= Vector of length 2 containing the failure rate parameters.
IREP = Type of restoration distribution of the primary event.

PRER = Vector of length 2 containing the restoration distribution para-

meters.,

The pairs of distribution types which the code can handle at present are as

follows:
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IFAIL IREP NOTE
1 0 constant cumulative probability of failure,
no restoration; i. e. constant availability fon
the mission time of interest
2 0 constant failure rate, no restoration
2 2 constant failure rate, constant restoration
rate

As far as the parameters are concerned, see the following table:

IFAIL PFAIL(1) PFAIL(2)
or or or NOTE
IREP PREP(1) PREP(2)
0 - - the parameters have no signi-
ficance
1 F - F = constant cumulative proba-
bility of failure of the primary
event
2 Aor M - A = constant failure rate of the
primary event
M = constant restoration rate of
the primary event

The second parameter will be used for the two parameter distributions

which will be introduced shortly into the code.

E. MINIMAL CUT SETS CARDS

(Format : 516)

One card should be punched for each minimal cut set. These cards are

punched by the CUTDET program.




.22~

3.2,2 Output from AVANA

As with the CUTDET program, the AVANA program also first prints

all the input information.
The output information is collected in three tables.
For each mission time of interest:
- the first table shows the unavailability of each primary event,
- the second table shows the unavailability of the minimal cut sets,

- the third table shows the upper bound, and if required the two succes-

sive bounds, of the system unavailability.

For the printouts refer to the sample problem in Sec, 4.

3.2.3 Memory requirements and running time

The criterion adopted for the choice of maximum values of parameters
NE and NCT (NEMAX = 500, NCTMAX = 1000), also for this program, is
the complete utilization of the smallest memory partition of the computing

installation. These values can easily be changed by substituting five cards

of the program,

A remark: In the CUTDET program NCTMAX = 4000 has been assumed,
while in the AVANA program we have assumed NCTMAX = 1000, This is
due to the fact that for a qualitative analysis of a system it may be useful
to know the cut sets ofa higher order as well, But, for the analytical cal-
culation of the system availability, it is sufficient to take only the most

significant cut sets into consideration.

Th i ts M i
e memory requirements AVANA ©2° be estimated by means of the

relation

N . L ]
M, v analbytes) & 32,000 + 64s NEMAX + 60- NCTMAX
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The running time depends essentially upon NECHR, on the failure and
restoration distribution of the primary events, on the number and order

of the cut sets under consideration, on NP and on the parameter 1B,

For systems with some hundreds of primary events having a constant
rate of failure and restoration, and with about a thousand cut sets of order
2, the calculation of the upper bound of the unavailability of the system at

10 different times needs only a few tens of seconds.

3.3 Developments planned

There are various improvements planned for progressive introduction

into the code. The most important are:

- The possibility of handling failure and restoration distributions having
rates variable in time; for example lognormal, normal, gamma, or

Weibull distributions.

- The possibility of dealing with connected events, for example sequen-

tial events.

- Research into the most significant minimal cut sets of the system
taking into account the availabilities of the primary events. This for-
mulation will save a great amount of computer time in cases of large
systems with primary events which have very different availabilities,
and can be considered equivalent to a sensitivity analysis carried out

in a classical manner.

4. SAMPLE PROBLEM

In order to describe the details of the code, we will consider the sys-
tem presented in Fig. 5. The failure and restoration characteristics of
the primary events are reported in Fig. 6. We will determine the unavail-
ability and unreliability of the system for mission times of between 1 and

10,000 hours.
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CUTDET program

The subroutine TREE, shown in Fig. 7, is derived directly from the
fault-tree in Fig. 5; Fig. 8 shows the two input cards.

Figs. 9, 10 and 11 show the program prints, Fig. 9 gives the input infor-
mation. Fig. 10 shows a summmary of the logical analysis of the system.
This last figure illustrates that the system does not have cut sets of order
1, or cut sets of order 4, and that, of the 22 primary events of which the
system is composed, only 13 influence the system availability in a signi-
ficant manner., These 13 primary events are those which appear in the cut
sets of orders 2 and 3. For a numerical calculation of the system avail-
ability it is sufficient to consider these 13 primary events, the 7 minimal
cut sets of order 2 (the more important), and the 3 minimal cut sets of
order 3. In Fig. 11 a complete list of the minimal cut sets of the system

is given.

AVANA program

The input cards for the calculation of the system unavailability are given
in Fig, 12, In Figs. 13, 14 and 15 are shown the input information prints.
Fig, 13 shows the parameters of the problem, in Fig. 14 are shown the
characteristics of the primary events, and Fig, 15 groups the minimal cut
sets,

In Figs. 16, 17 and 18 are shown the output information prints, Fig. 16
shows the unavailability of the primary events, Fig, 17 indicates the un-
availability of the minimal cut sets. From Fig. 18 we can see that the
system availability stabilizes after about 1, 000 hours; it will be noticed,
moreover, that the first and third bound of the system unavailability
practically coincide, which is due to the high availability of the primary
events,

The input cards of Fig. 11, with one modification only on the second card,
column 241 IA = 2 instead of IA =1, allow the system unreliability to be

determined. Fig. 19 shows the system unreliability for the mission times
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under consideration. For very brief times the unavailability and unrelia-
bility practically coincide. Then, while the unavailability stabilizes at a
value of 0. 133-10_4, the unreliability continues to increase quite notice-
ably, and tends to 1 with time. Finally, it will be noted that for these high-
er mission times, Fig. 19 reveals an appreciable difference between the

first and third bound of the system unreliability. This is due to the fact

that the system reliability is small.
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SUBROUTINE TREC(CsG,TOP)

LOCICAL C(1),G(1),TQF
G(l)=E(l) . UR.E(B)«JRLE(L1O)
G(2)=E(4) s ANULE(6)

G(3)=E{7) ANDJE(L3) . AND.E(15) « ANDJE{ 18)
Gla)=E(LLl) <AND. E(12])
GUs)=L(l6).OR.E(2])

G(6)=E(Z). OR.L(T)

G(7)=E(3)eUR.E(5)

G{8)=£(2C) «ANDLG (1)

GlY)=L(T)e AU LE(L19)

G(lO)=E{2) +OR.E(4) e GRaGI(3)

G(11)=G(4) «0R.G(5)
G(12)=G(T7) < ANDLE(2) 4 AND.El10)
G(13)2G(8).0RGE9)aCR.GIZ)
Glla)=b(7)  ANDs E(20) «AND.G(1C)
G(15)=C (2) «AND.G(11)

Gllo)=E(Ll6) ANDLE(LT )« AND.E(21) <AND.GI6) «ANDLE( 22)
Gl18)=5(12)4U0RsG(13)0R.G{14).UR.GI15)4IRG(106)
TuP=g (18)

RETURN

END

Fig. 7 - Program CUTDET. Subroutine TREE,

22 18 5 2

Fig, 8 - Program CUTDET, Input cards to find

the minimal cut sets of the system,

SAMPLE

PROBLEM



CUTDET PRKOGRAYM - INPUT INFORMATION

PRULLEM TITLE SAMPLE PROBLEM

NUMBER OF PRIMARY EVENTS, NE 22
NUMBER OF DERIVED EVENTS (GATES)y RG 18
UPPLK CORDER OF THE MINIMAL CUT SETS TO BE CHECKED, MAX 5

2

PRINT-PUNCH PARAMETER, 1PP
IF  IPP=1 THE MINIMAL CUT SETS ARE PRINTED ONLY
IF  1PP=2 THE MINIM4AL CUT SETS ARE BOTH PRINTED AND PUNCHED

Fig, 9 - Program CUTDET, Input Information.
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CUTDET PROGRAM - GCUTPUT INFORMATION

CFOER GF THE NUMBER OF TOTAL NUMBER OF
NIMAL CUT SETS MINIMAL CUT SETS DIFFERENT PRIMAKY EVENTS
1 0 o
2 7 11
3 3 6
4 0 0
5 2 g
FROM 1 TO0 5 12 18

Fig.10 - Program CUTDET. Output Information,

Summary of the logical analysis of the system,

11

l6

12

17

19

F EACH
EVENT
8 10
20
18 20
8 10
20 21

16

21

11
22

19 20
22
12 13
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MINIMAL CUT SETS

SET ORDER SET INDEX PRIMARY EVENTS INDEXES

2 1 1 20

2 2 2 16

2 3 2 21

2 4 4 6

2 5 7 19

e 6 § 20
7 10 20
1 2 7 20

3 2 2 11 12

3 3 4 7 20

5 13 15 18 20
2 7 16 17 21 22

Fig., 11 - Program CUTDET, Output Information (cont,)

Minimal cut sets,

-SE-



22

le
1.

o ~N S NN

10

NN

Fig,

13
E+CC 3.
E+C2 3.

2 o5
2 o3
2 .8
2 o4
2 o4
2 W2
2 .l
1 .1
1 .1
2 W6
2 5
2 o7
2 2
2¢
16
1
€

15

<0

20

7

11

7

12 - Program AVANA,

10

5

5
5

20
12
20

E+00 1.
E+03 1.
E-05
E-04
E-05
E-04
E-05
E-05
E-04
E-03
E-03
E-04
E-04
E-04
E-04
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2
E+Cl 3. E+01 1.
E+C4
2 o3 E-02
2 o4 E-01
2 .5 E-02
2 «25 E-01
2 <25 E-02
2 8 E-02
2 o775 E-01
2 o2 E-01
2 <4 E-01
2 3 C-01
2 15 E-01

Input cards to

compute system unavailability,

SAMPLE PROBLEM



AVANA PROGRAM — INPUT INFORMATION

PROBLEM TITLE
NUMBER OF PRIMARY EVENTS, NE

NUMBER OF PRIMARY EVENTS OF WHICH THE CHARACTERISTICS ARE GIVEN, NECHR

NUMBER OF MINIMAL CLT SETS, NCT

RESTORATION PARAMETER, IA
IF IA=1 THE INPUT INFORMATION ON RESTORATION IS CGNSIDERED
IF I1A=2 SUCH INFORMATION IS IGNOREC, (UNAVAILABILITY=UNRELIABILITY}

BOUNDS PARAMETER, 1B
1F 18=1 ONLY THE UPPER BOUND OF THE SYSTEM UNAVAILABILITY IS COMPUTED
IF I8=2 ALSC THE TWO SUCCESSIVE BCUNDS ARE COMPUTED

TIFE PQINTS PARAMETER, IT
IF IT=1 THE TIME POINTS ARE EVENLY SPACED, AT INTERVAL TMAX/NP
IF 1T=2 THE TIME POINTS ARE ARBITRARILY SPACED, EXPLICITLY INPUT

TOTAL NUMBER OF TIME POINTS, NP

TIME PCINTS (HOURS)

0. 10000E 01 0.30C00E 01 0.10000E 02 0. 300G0E 02 0.10000E 03
0.30C00E 03 0.1CCOCE 04 0.30000E 04 0.1C0C0E 05

Fig, 13 - Program AVANA, Input Information, Parameters.

o

SAMPLE PROBLEM

22

13

10
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PRIMARY EVENTS DATA

M0

@ ~N >N

10

12
16
19
20
21

Fig,

onH
>
W=~
wifm

NN NN = = NN NN NNDDN

~00
comn

FAILURE

0. 50000E-05
0e 36C00E~04
0. 8000CE~05
0e 40000E—-04
0. 40000£-05
0. 20000E-05
0. 15000E-04
0. 10000E~-03
0.1CCCOE-03
0e 6CO0CE-04
0. 5C000E--04
0. 75000E-04
0. 25000E-04

PARAMETERS

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

14 - Program AVANA, Input Information (cont.)

Characteristics of the primary events,

OI-—
=<
wuno
-{—~im
00

NN NN OO NN N NDNMNN

@ N

RESTORATTION

0. 30000€-02
0.40000E-01
0« 50000E-02
0. 25000E-01
O« 25000E-02
0.80000E-02
0. 75000E-01
0.9

0.0

0.20000E-01
0.40000E~01
0.30000E-01
0.15000E-01

PARAMETERS

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
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MINIMAL CUT SETS

CUT SET INDEX PRIMARY EVENTS INCEXES
1 1 20
2 2 16
3 2 21
4 4 6
5 7 19
6 8 20
7 10 20
8 2 7 20
9 1l 12

[
o
E-N

7 20

Fig. 15 - Program AVANA. Input Information (cont.)

Minimal cut sets.
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PRIMARY EVENTS UNAVAILABILITY

P

RIMAR
EVENT
INDEX

R N O PN -

10

12
16
19
20
21

Fig,

MISSICN TIME {HOURS)

0.1C0E 01

C. 499E-C5
Oe 294E-C4
0.798E-05
0. 3S5E-04
Ce 399E-05
0.1S9E-035
Oe 145E-04
C.100E-03
O« 1GOE-03
0. 554E-04
Ce 490E-C4
0. T39E-04
0. 248E-04

0.300E 01

0. 149E-04
0. 848E-04
0. 238E-04
0.116E-03
0.120E-04
0.593€-05
Oe 4C3E-04
0.100E-03
0.100E-03
O« 175E-03
0.141E-03
0.215E-03
0. 733E-04

AVANA PROGRAM -

0.100E €2

0. 493E-04
0. 247E-03
0. 780E-C4
0. 354E-03
0. 395E-04
0.1926-04
O« 106E-03
0. 100E-03
0. 100E-03
0. 544E-03
0.412E-03
0. 64B8E-03
0. 232€-03

0.300E G2

Oe 143E-C3
Qe 524E-03
C.223E-03
0.844E-03
0.116E-C3
0.533E-04
0.179E-03
0. 100E-03
0.100E-03
0.135E-02
0.873E-C3
0.148E-02
Oe 604E-03

16 - Program AVANA, Output Information,

Primary events unavailability,

OUT PUT INFORMATION

0. 100E 03

0. 432E-03
Ce 735E-C3
0. 629E-03
e 147E-C2
0. 354E-03
0.138E-C3
0. 2C0E-C3
0. 10CE-03
0.100£-03
0. 259E-0Q2
0.123E-02
04 237E-02
Qe 129E~02

0.300E 03

0.988E-03
Oe 745E-03
0.124E-02
0.160E-02
0.844E-03
0.227E-03
0.20CE-03
0.100E-03
0. 10CE-03
0.298E-02
0.125E-02
0.249E-02
0«165E-02

0. 100 04

0¢ 158E-02
0o 749E-03
0. 159€E-02
0. 150E-02
0.147€E-02
0+ 25GE-03
0. 200E-03
0.100E-03
0. 100E-03
0 299E-02
0.125E~02
0« 249E-02
0.166E-02

0. 300E 04

0. 166E-02
O 749E-03
0.160E-02
0« 160E-02
0. 160E-02
0. 250E-03
0. 200E-03
0.100E-03
0. 100E~-03
0. 299E-02
0.125E-02
0. 249€-02
O0e166E-02

0. 100E 05

0. 166E-02
0. 749E-03
0. 160E-02
0e 16GE-02
0+ 160E-02
0. 250E-03
0. 200E-03
O« 100E-03
0« 100E-03
0e299E-02
0. 125E-02
0. 249E-02
0. 166E-02
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MINIMAL CUT SETS UNAVAILABILITY

CUT SET
INDEX

O ® ~N O W & W N -

—
Qo

Fig. 17 - Program AVANA, Output Information (cont.)

HISSICN TIME

0.100E 01

Ce369E-09
0.175€E-C8
Ce 720E-G9
0. 315€E-09
0. 156E-09
0e147E-09
0.107E-08
0.B868E-14
0. 294E~-12
0.236E-14

{HOURS)
0.300E 01

De321E-C8
0.143E~07
0.622E-08
0.275E-08
0.169E-08
0.128€-08
0.86TE-08
0.2186-12
0.848E-12
0.613E-13

0. 100E €2

0e 319E-07
D. 134E-06
0. 574E-C7
0. 276E-07
0e 163E-07
Oe124E-07
0. 683E-07

0.633E-11

0. 24TE-11
Oe 200E-11

" 00300E 02

0. 213E~G6
0. TO09E-C6
0.316E-C6
0.188E-06
0. 101E-06
0e791E-C7
Ce 26 SE-06
0.898£-10
0«524E~-11
0.382E-10

Minimal cut sets unavailability,

0. 100E G3

0. 102E-05
0. 190E-05
0.952€E-0¢
0.923E-06
Q. 434E-CE€
0.326E-C6
0. 4T4E-CGE
0.617E-C9
0.736E-11
O 528E-0S

Ce300E 03

0+246E~05
0.224E-05
0.123E-05
0.198E-05
0.1055-05
0.567E-06
0.499E-06
Oe158E-08
0o 749E-11
0.261E-08

0.100E 04

0+ 394E-05
0+ 224€-05
0.125E-05
0«253E~-05
0.183E-05
0.623E~06
0.499E~-06
O« 2T4E-08
Os 749E-11
C. 580E-08

0« 300E 04

De 415E-05
04 224E-05
0. 125E-05
Ue 255E-05
0. 199E-05
0.523E-06
0+ 499E-06
0. 298E~08
0e749E-11
Oe 636E-08

0. 100E 05

0. 415€E~05
00 224E-05
Oe 125€~05
0+ 255E~-05
0. 199E-05
0. 623E-06
0« 499E-06
0. 299E-08
Oe 749E-11
0.636E-08

-I?-
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SYSTEM UNAVAILABILITY

MISSION TIME
(HOURS)

0.100€ 01
0.300E O1
C.100E 02
0.300E 02
0.100E 03
C«300E 03
0+.100E 04
0.30CE 04
0.100E 05

Fig., 18 - Program AVANA, Output Information (cont.)

UNAV.

(UPPER BOUND}

Qs 45TE-C3
0. 386E-07
0.3248E-06
0.,187E-05
0.604E-05
0.100E-04
0. 129E-G4
0e133E-04
0. 133E~-04

System unavailability,

UNAV,

({ SECOND 3CUND)

0.457E-C8
0.386E-07
D.348E-~Q6
0e187E~C5
0.6C4E-C5
0.100£-04
0.129E-04
0.133E-C4
0.132&-C4

UNAV,

{ THIRD BOUND)

0.457€-08
0.386E-07
0+348E-06
0.187E~05
0.604E-05
0.100E-G4
0.129E-04
0.133E-04
0.133E~04

—zv—



SYSTEM UNAVAILABILITY

MISSICN TIME UNAV. UNAV. UNA V.
(HUURS) {UPPEZR BCUND) {SECUND BOUND) {THIRGC BUUND)
0.10CE 01 0.472E-08 0.472E-C8 C.472E-08
0. 370E 01 0.425E-07 0.425E-07 0,425E-07
Cs1C0E 02 0.4%72E-06 C.47£E-08 0.472E-06
0. 300E Q2 0.424E-05 0.424E-05 0. 424E-05
Js LOOE 03 0.470E-04 0.47GE~04 0.4 70E-04
Ce 3GOE 03 U+.420E-03 0.419E-C3 0.419E-03
0.100E 04 0.455E-02 0.449E-02 0.44SE-02
0. 30CE 04 0.381E~01 Ge3L3E-C1 0+ 3064E~-01
0.100E 05 0.332E 00 V.263E 00 0.271E 00
Fig, 19 - System unavailability in the case of no restoration

(system unreliability),
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