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SUMMARY 

In this publication the results of an experimental and theoretical study are 
reported on the hydraulic characteristics of a single coolant channel of simple 
annular geometry in a boiling water nuclear reactor, with the main emphasis on 
the stability characteristics of the flow process in such a channel. 

The experimental part has been restricted to the operation under conditions 
of natural circulation. Most attention ia& been paid to : 
a. the determination of the liquid flow rate a t the inlet and the void and 

pressure distribution along the height of the coolant channel under steady-
state conditions; / V"'.'-. 

b . the occurence and characterization of» spontaneous flow instabilities; the 
analysis of the boiling noise in terms of spectral power density and autocor­
relation has been used in determining the onset of those instabilities; 

c. the determination of the stability characteristics of a steady state by means 
of frequency response analysis. Autocorrelation, cross-correlation and noise 
rejection techniques have been used to characterize the severe flow oscillations 
and to express the stability of the steady state in terms of transfer functions. 



Summary 

In this publication the results of an experimental and theoretical study are reported on 
the hydraulic characteristics of a single coolant channel of simple annular geometry in 
a boiling water nuclear reactor, with the main emphasis on the stability characteris­
tics of the flow process in such a channel. 

The experimental part has been restricted to the operation under conditions of natural 
circulation. Most attention has been paid to: 

a. the determination of the liquid flow rate at the inlet and the void and pressure dis­
tribution along the height of the coolant channel under steady-state conditions; 

b. the occurrence and characterization of spontaneous flow instabilities ; 
c. the determination of the stability characteristics of a steady state by means of a 

frequency response analysis. 

The range of independent variables was: pressures of 2.03 - 30.7 ata (30-450 lbs/in2), 
channel powers of 10-465 kW, subcooling temperatures of 0-43°C and a hydraulic dia­
meter of 16.16 and 25.03 mm. The range of dependent variables was: inlet velocities 
of 0-1.4 m/sec, exit qualities of 0-25% and uniform heat fluxes of 0-180 W/cm . 

The publication starts with a description of the pressurized and atmospheric boiling 
water loops, the two test sections and the power supply. After that, a review is given 
of the measuring, recording and analyzing equipment. Special attention has been paid 
to the measurement of the void fraction in a two-phase system under steady as well as 
under transient conditions. The results obtained by the two methods used, e.g. t he7-
ray attenuation method and the impedance method, are compared and good agreement 
is reported. 
hi the description of the analyzing equipment attention has been paid to the noise-ana­
lysis technique. The analysis of the boiling noise in terms of spectral power density 
and autocorrelation has been used in determining the onset of hydraulic instabilities. 
Autocorrelation, cross-correlation and noise rejection techniques have been used to 
characterize the severe flow oscillations and to express the stability of the steady state 
in terms of transfer functions. In the analysis of the signals use has been made of di­
gital as well as analogue computers. 

In the presentation of the results obtained in steady states, the influence of channel po­
wer, system pressure, subcooling and hydraulic diameter is shown on the recirculation 
flow rate, the exit void fraction and longitudinal void and pressure distribution. An 
analysis was made in terms of the SlipRatio, S, and the Two-Phase Friction Multiplier, 
R. The void fraction and the two-phase friction loss data have been plotted as a function 
of the Martinelli and Nelson correlator.Besides, the void fraction data were plotted in 
the "weighted mean velocity-average volumetric flux density" plane proposed by Zuber 
and Findlay. From this plot it may be deduced that flat profiles for the velocity or con­
centration distribution are present under the operating conditions reported. 

During operation, it was possible to distinguish between three types of flow oscillations 
with frequencies of roughly . 03,1 and 15 c. p. s. Systematic research has been carried 
out as regards the 1 c. p. s. flow oscillations only. After acceptinga criterion for de-



fining the onset of the hydraulic oscillations, the influence of system! pressure, sub­
cooling and hydraulic diameter on the instability threshold channel power has been sys­
tematically examined. It has been found that the effect of increased subcooling upon the 
onset of severe hydraulic oscillations at low subcooling rates was opposite to that at 
high subcooling rates. The character of these oscillations has been studied by making 
recordings during hydraulic oscillations of the relevant physical quantities, suchas, 
for instance,the void fraction along the height, the inlet mass flow, etc. 

Results of transfer function measurements from channel power to inlet mass flow and 
local void fraction are presented. Characteristic for all these transfer functions was 
the occurrence of a sharp resonance peak when the instability threshold was approached. 
It is shown that there exists a relationship between the character of the transfer func­
tion and the onset of spontaneous flow oscillations. The influence upon the two of the 
operating conditions is similar. 

Burn-out channel powers and heat fluxes are presented for various values of system 
pressure and subcooling. Nearly all the burn-outs were obtained under unstable flow 
conditions. 

The general equations are derived describing the performance characteristics of a 
boiling system under steady-state and non-steady state conditions. Special attention has 
been paid to the formulation of the boundary conditions and the introduction of pressure 
effects into the equations. The significant differences of the approach as compared with 
the theoretical models of others are indicated. The dynamic equations were linearized 
by assuming small disturbances from the steady state. Furthermore, by applying an 
open-loop analysis, stability criteria were derived for detecting the onset of flow os­
cillations in natural as well as forced circulation boiling systems. The equations were 
numerically integrated by means of a digital computer. 

Preliminary results of calculations have been reported for the operating and geometry 
conditions as considered in the experimental program. Fairly good agreement was ob­
tained between theoretically and experimentally obtained. quantities of the steady-state 
performance, the instability threshold power and the character of the hydraulic oscil­
lations. 
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Nomenclature 

τ 2 
A cross­section, area íj ­
a constant in Eq. (4.13. ) Lt 
A, Β integrals Eqs (2.9.) and (2.10.) 
b exponent, Eq. (5.31.) diml 
b b , ì L_1t 
. v ' , d J. condenser and subcooler constants Eq (5.42.) „,­ι 
b q ' b c ) T 

C correction factor in y ­ray attenuation method, section 
2.3. d diml 

Cj£ velocity of kinematic waves, Eq. (1.1.) Lt" 
Cn slope of line, Fig. 4.3 diml 
C^ to C4, Ci 5 coefficients in Eq. (5.35.) 
c heat capacity of liquid at constant pressure per unit 

mass 
D diffusion coefficient 
Dn hydraulic diameter L 
d constant in Eq. (5.31.) diml 
E j , E2 , Eg functions of time, Eq. (5.29.) diml 
e latent heat of evaporation at constant volume IrV 
e p latent heat of evaporation at constant pressure L^t" 
F wall­friction force, per unit cross­sectional area, 

H¿, Ht distances, Fig. 5.4 

L V V 1 

LV 1 

­2 ­2 
per unit length ML t 

Fj constant in Eq. (5.41.) 
f function , e.g. Eq. (5.10.) 

Fanning friction factor diml 
frequency t 

G]_, G2 open­loop transfer functions, Eq. (5.37.) 
g gravitational acceleration Lt" 
H transfer function, e.g. Fig. 3.25 

enthalpy, Table 3.1 L t " 
2x-2 

h total energy, Eqs (5.7.) and (5.8.) L t 
I intensity of gamma rays t~ 
j complex variable diml 
K amplitude ratio, e.g. Fig. 3.25 diml 

constant in Eq. (4.11.) diml 
k differential pressure coefficient, Eq. (2.7.) diml 

pressure loss coefficient, Eq. (5.25.) diml 

kDjj distance between shroud and window, Eq. (2.2.) L 
L length of heating element (= 2.4 m) L 

^d equivalent lengthof downcomer^=VAc­r—) 

Lj. total lengthof riser, Fig. 5.4 L 

M mass flow, mass ML ; M 
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m whole number diml 
-4 

N number density of bubbles, function of bubble radius L 
n number or exponent, Eq. (4.9.) diml 

function of t ime, e .g . Eq. (2.8.) 
Ρ momentum flow, Eq. (4.16.) ML t 

indication of pressure tapping location, e .g . Table 2 .2 . diml 
ρ local pressure ML" τ - 2 

pabs system pressure ML - 1 t~ 2 

Q heat input or heat removal MLH~ 
q heat flux, heat input per unit of heated surface Mt~ 
qw heat input per unit cross-sectional a rea , per unit length ML~"T;~ 
R Two-Phase Friction Multiplier, Eq. (4.20.) diml 

bubble radius, section 5.2. L 
electrical resistance, Fig. 2.12, of heating element 
Fig. 3.22 

Re Reynolds number diml 
r radial coordinate L 

radius L 
S, S a , Sjj slip ratio, Eq. (5.23.) diml 
S c temperature correlator, Eq. (5.23.) diml 
s constant in Eq. (5.30.) diml 
T temperature T 
T, liquid temperature at which bubbles detach from 

the wall T 
Tj^ temperature of the liquid at the channel inlet (=Τι ^ ) Τ 
T g a t saturation temperature corresponding with p a ^ s Τ 
ΔΤ8ΐΛ> subcooling temperature (=T s a t" T in) T 

t t ime t 
U volume L 
u heat input by conduction, Eq. (5.5.) Mt~^ 
V velocity L t" 1 

indication of location of void fraction sensors , 
e .g . Table 2 .2. diml 
liquid velocity at channel inlet (=Vj jn) L t" 1 

V r drift velocity (=VS-Wm) ' L t " 1 

W volumetric flow per unit cross-sectional area L t " 1 

X Lockhart-Martinelli correlator diml 
Xfl; Martinelli-Nelson correlator . diml 
Ζ number of desintegrations per second t " 1 

x,y,z, X| functions of t ime, e .g . Eqs (2.5.) and (2.16.) 
XQ amplitude of sine, see section 2 .5 . 
χ steam quality (= Mg / ML) diml 
ζ coordinate in axial direction L 

G r e e k s y m b o l s 

a void fraction diml 
β part of heat input removed in condenser, Eq. (5.29.) diml 
£ conductance, Eq. (2.6.) 
»? dynamic viscosity ML~H~ 
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κ heat division parameter of Bowring (in(Bll)* = C) diml 
λ heat conduction coefficient MLt Τ 
μ absorption coefficient L 

3.14159 diml 
density M L - 3 

Ρ 
σ part of condenser occupied by steam, Fig. 5.4 diml 
σ, σ ζ , σχ . standard deviation, of ζ, xj E q. (2.5.) 
τ t ime displacement t 

shear s t ress ML t 
φ, φχχ, Φγγ,/ spectral power density, of x, y, η 
*nn 
Φ cross-power spectral density of χ and y 
φ phase angle 
V. ^xx. *>yy» «/^autocorrelation, of x, y, η 
φη normalized autocorrelation, Eq. 3.4 diml 
φ cros s-correlation of χ and y 
Φγ tt Two-Phase Friction Multiplier, Eq. 4 .21 . diml 
ω angular velocity t~ 

S u b s c r i p t s 

a 
b . o . 
c 
con 
d 
di 
do 
e 
e, c 
e, 1 
ex 
f 
f, c 
h 
i 
in, inlet 
i . t . 
k 
1 
m 
η 

0 

Ρ 
pitot-tube 
s 

acceleration 
burn-out 
coolant channel 
condenser 
downcomer 
downcomer inlet 
downcomer outlet 
heating element 
empty coolant channel 
empty loop 
exit coolant channel 
frictional 
full channel 
hydrostatic 
harmonic variation from steady state 
inlet coolant channel 
instability threshold 
part of downcomer circuit 
liquid 
mixture 
location of sensors 
steady-state value, only used in chapter 5, 
if necessary to distinguish from non-steady· 
state value 
pump 
pitot-tube 
vapor or steam 
shroud 
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sat 
sub 
t 
w 

saturated conditions in condenser 
subcooling 
total 
wall 

S u p e r s c r i p t s 

II 
Ml 

local value with respect to r , ζ and t 
real part of complex variable 
imaginary part of complex variable 
weighted mean value 
imposed modulation, see Fig. 5.7 

M i s c e l l a n e o u s 

< > 

T .P . 

amplitude of sine, e.g. Fig. 3.25 
increment (Δζ, ΔΓ , Δϋ) 
difference between two values, e.g. Δρ^_2 = Pj - P2 
deviation from steady state, Eqs 5.32 and 5.33 
complex quantity 

average value over cross-section 

Two Phase 

U n i t s 

temperature 
heat input 
radiation energy 
length 
source strength 
voltage 
resistance 
current 
mass 
time 
frequency 
pressure 
pressure 
capacity 
attenuation 
angle 

k 
c 
m 
M 
μ 

degree centigrade (°C) 
watt (W) 
Electron Volt (eV) 
meter (m) or inches (in) 
Curie (C) 
volt (V) 
ohm (Ω) 
ampere (A) 
gram (g) or pound (lb) 
second (sec, s) 
cycle or cycle per second (c/>r c.p.s.) 
atmosphere absolute (ata) 
Newton per square meter (N/m ) 
farad (F) 
decibel (dB) 
degree (°) 

kilo 
centi 
milli 
mega 
micro 
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/. Introduction 

1.1. A i m a n d s c o p e 

Nuclear reactors in which the fuel rods or plates are cooled by circulating water have 
shown performance characteristics that make them attractive as possible producers of 
heat, which can be converted into low-cost electrical power or used for propulsion pur­
poses. Particularly those reactors in which naturally or forcedly circulating coolant 
boils with or without net steam production, seem to offer such potentialities. A demand 
for exploiting these characteristics is the ability to predict accurately the heat t rans ­
fer and fluid flow characteristics in the applied coolant system. This holds even more 
particularly for those nuclear reactors in which the circulating water is also used as 
moderator, the density of which has a major effect on its potential to slow down the 
fission neutrons. In many cases the characteristics of the coolant impose a limit on the 
power output of a nuclear reactor. 

Therefore, in many research establishments an extensive research program is being 
carried out to obtain basic data on the heat transfer and fluid flow characteristics of 
naturally and forcedly circulating boiling water systems, especially under conditions 
prevailing in nuclear reactors . In these studies much attention is paid to the following 
items. 

a. The heat transfer characteristics of a boiling liquid. 

A great deal of research work in this field is connected with: 
(1) the nucleation characteristics of a heated surface, and 
(2) the, sudden breakdown in heat transfer rates occurring under particular condi­

tions in a boiling system. 
Under (1) the way in which the heat is transported from the surface to the fluid is 
being studied. Attention is being paid to the fluctuation in surface temperature dur­
ing the formation and growth of the bubbles on the surface and the detachment of the 
bubbles from the surface into the liquid. These studies are carried out in conditions 
where the mean liquid temperature is equal (saturated), above (superheated) or far 
below (subcooled) the saturation temperature, and include the effects of surface 
roughening and additives to the fluid. They are of importance to finding the funda­
mentals governing the heat transfer laws and to problems in the field of corrosion 
and the occurrence of severe thermal s t resses in the heated surface. 
The sudden breakdown in the heat transfer rate as mentioned under (2) results in 
excess temperatures of the heated surface with possible danger of melting. This 
phenomenon is known in the literature as "boiling cr is is" and the c resulting failure 
of the surface as "burn-out". In order to decrease the safety margin against burn­
out in nuclear reactors , many investigations are being carried out to study the flow 
phenomena associated with burn-out and to set up experimental and theoretical laws 
for an accurate determination of the conditions in which burn-out will occur. In ad­
dition, mechanical and hydraulic methods for increasing the power at which burn­
out in a certain operating condition of the reactor would occur, are being studied. 
The power output of many nuclear reactors is limited by the occurrence of burn-out. 
These studies are therefore of great importance to the economical development and 
the safety aspects of the nuclear reactor. 
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b. The flow characteristics in two-phase systems in steady states. 

Subjects of interest are the determination of the amount of steam per unit of volume, 
the steam mass flow and the pressure variation along a coolant channel for saturat­
ed as well as subcooled fluid conditions and with and without heat addition. Further­
more, much work is carried out in the evaluation of the pressure loss across ex­
pansions and contractions and in the determination of the velocity and concentration 
profiles of the steam and. water phases along - but particularly also : across - a 
coolant channel. In this respect the transport of the steam phase in radial and axial 
directions into the water phase by diffusion and convection, and the interaction ef­
fects between neighbouring channels, which may be hydraulically coupled, not only 
at the ends but also along the lengthof the channel, are major subjects. Finally, the 
field of the recognition of the various flow regimes (bubbly, churn, slug, annular 
etc.) and the determination of the conditions under which certain flow regimes may 
exist, are broad domains of research. All these studies are of importance to the 
performance calculation of boiling coolant channels, not only to the calculation of 
the necessary pumping head, the flow distribution at the inlet of a series of parallel 
channels or the calculation of the steam volume in the nuclear reactor where the 
coolant is also used as moderator, but also to a detailed analysis of the heat t rans ­
fer and the performance characteristics in non-steady states, to which they are in­
timately related. 

c. The stability and transient characteristics of a boiling system. 

These characteristics are of special importance from an operational point of view. 
They determine the stability and the controllability, and the knowledge of them is 
necessary for the development and the evaluation of the safety aspects of an econo­
mical nuclear reactor, as well as for an accurate design of the control devices. On 
the other hand, these studies are related to the onset under particular conditions of 
spontaneous flow oscillations in naturally as well as in forcedly circulating boiling 
systems. These oscillations may be of different origin and nature and may have a 
great influence on the operating limits of a nuclear reactor. They may, for instan­
ce, be responsible for large power oscillations owing to neutronic feedback. Fur­
thermore, the heat transfer characteristics may change considerably and an appre -
ciable reduction in the power levels where burn-out occurs may be expected. 

It is evident that the results of most of these studies are not only of interest to the nu­
clear reactor designer, but also to the chemical process- and the steam boiler indus­
try and that they are also applicable to other mixtures than steam and water. The de­
mand for better design-rules in these fields will certainly increase in the future. 

In the Laboratory for Heat Transfer and Reactor Engineering of the Mechanical De­
partment of the Technological University of Eindhoven a research program is being 
carried out covering many aspects of the items listed above (Bl-7), (Ml), (Sl-6) and 
(Vl-3). This program is of a fundamental nature and not directly related to a specific 
reactor design. A great part of this program is sponsored by the Atomic Energy Com­
mission (A.E.C.) of the U.S.A. and the European Atomic Energy Community (EURA­
TOM). In 1958 the A .E .C , and EURATOM signed an agreement which provides a basis 
for cooperation in programs for the advance of the peaceful application of atomic ener­
gy. This is realized by sharing the scientific and technical information and minimizing 
the duplication of effort. The work to be described in this publication is part of this 
Joint A.E.C.-EURATOM research and development program. 
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Interest has been shown in reactors where the coolant and moderator are formed by 
boiling water circulating by natural or forced convection and designed for net steam 
production. In this type of reactor mostly a number of fuel rods, tubes or plates are 
grouped together, sometimes placed inside a shroud, the whole forming a fuel assem­
bly or fuel channel in which the coolant flows. Many of these channels are present in­
side a reactor vessel. The work described in this report deals with the performance 
characteristics and the onset of flow oscillations in such type of coolant channels. 
In connection with these reactors , concern has been expressed about different types of 
coupling effects and flow oscillations. A diagram in which two types of coupling cha­
racterist ics are indicated is shown in Fig. 1.1. The coupling effect between the steam 
void volume or the density of the moderator and the reactor power has been mentioned. 
In Fig. 1.1 , this process is indicated by the feedback path outside the broken lines. 
The reactivity defines the extent, by which a system is supercritical or subcriticai, 
e .g . if, on the average, each neutron produces more or less than one further neutron. 
If the coupling between steam void-volume and nuclear power turns into regenerative 
feedback, divergent power oscillations may occur. 

control rod 
position reactivity nuclear power 

Ovoid coefficient 
of reactivity 

steam 
' 'volume 

Fig. 1.1 Feedback paths in a nuclear boiling water reactor 

A second feedback path is indicated within the. broken lines of F ig .1 .1 . A change in 
steam-void in a coolant channel causes a change in the pressure drop along the channel 
and thus on the coolant flow rate in that channel, which, in its turn, causes a change 
in the steam-void. If, owing to this feedback the system becomes unstable, heavy flow 
oscillations occur. In this type of flow oscillations the intercoupling of the boiling 
channel with the other parts of the system plays an important role . In the recent l i te­
rature these flow oscillations are sometimes referred to as pressure drop oscillations 
and density wave oscillations. In boiling water reactors with forced circulation, incor-
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porating a pump which keeps the inlet flow constant and independent of the change in 

pressure drop along the channel, the coupling effect is not present. 

Also, the intercoupling between parallel channels in a boiling water reactor may pro­

duce flow oscillations which are related to the second type just mentioned. Both are 

from a purely hydrodynamic origin. 

Besides, other types of hydraulic flow instabilities may occur in a naturally or forced­

ly circulating coolant channel, for instance, "nucleation instabilities" (these instabili­

ties are caused physically by a building up of a certain superheat followed by a sudden 

evaporization of the liquid phase with resultant rapid increase in specific volume and 

in pressure) , "flow­pattern instabilities" (these are connected with the variety of pos­

sible geometric configurations into which the two phases can arrange themselves), and 

"acoustical or propagation waves" (connected with the compressibility characteristics 

mainly of the gas phase in a two­phase mixture). 

The hydraulic phenomena occurring in a single coolant channel are mostly studied out­

side the reactor in a system where the nuclear fuel rod is simulated by an electrically 

heated tube of the same configuration and dimensions. This publication reports the r e ­

sults of an experimental and theoretical study of the hydraulic characteristics of a 

single coolant channel of simple geometry in a boiling water reactor, with the main 

emphasis on the stability characteristics of such a channel. The experimental part is 

restricted to the operation under conditions of natural convection. In the analysis of 

the results the relation of natural to forced convection cooling characteristics will be 

mentioned. Most attention is paid to: 

a. the determination of the liquid flow rate at the inlet and the void and pressure d is ­

tribution along the height of the coolant channel; 

b . the occurrence and characterization of hydraulic instabilities; 

c. the determination of the stability characteristics of a steady state by means of a 

frequency response analysis. 

This report s tar ts with a short survey of the work in progress elsewhere and related 

to the present study. After that, it gives a description of the experimental set­up and 

the measuring, recording and analyzing equipment used in this study. The results of 

the experimental study are given in chapter 3 and they are analyzed and discussed in 

chapter 4. In chapter 5 the results are compared with those obtained from a theore ­

tical study on the steady state and dynamic characteristics of a boiling channel. 

1.2. S u r v e y of r e c e n t w o r k 

Recently two reports (B8), (Nl) have been published describing the experimental and 

theoretical work performed by many investigators in the field of the dynamic behavior 

of two­phase flow. Avoiding duplication, only the recent work carried out by four esta­

blishments will be reviewed. These a re : 

a. the Advanced Technology Laboratories of the General Electric Company (G.E.C.) 

at Schenectady in the U. S. A. ; ■ 

b. the Heat Transfer Laboratory of the Nuclear Energy Division of the Allgemeine E ­

lektrizitäts Gesellschaft (A. E. G.) at Grosswelzheim in Germany ; 

c. the Space Technology Laboratory (S.T. L.) of the Thompson RamoWooldridgeCom­

pany at California in the U. S. A. and 

d. the Laboratory of Heat Transfer of the Commissariat à l 'Energie Atomique at Gre­

noble in France. 
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All four laboratories referred to are carrying out a research program, which is of a 

fundamental nature and which incorporates experimental as well as theoretical studies. 

These research programs may be considered as representative of the various ap­

proaches to the study of two­phase flow dynamics. The work of the other institutes and 

investigators will be discussed or referred to in other sections. 

G. E . C . 

in increasing the specific reactor power, the problem of hydraulic instability seems to 

become very accute. General Electric have recently revived their interest in the dyna­

mics of boiling water reactors . In the Atomic Power Equipment Department in San Jo­

s,é two­phase flow stability work was carried out in the Fuel Cycle Development P ro ­

gram (LI) in collaboration with the A.E. C. A new program on instability and frequen­

cy response measurements has been started as a private project of the Company. No 

results have been published. In the Knolls Atomic Power Laboratory operated by G. E. 

C . , A.B. Jones has written a digital computer program (Jl) for calculating the stabili­

ty of a boiling system using a linearized approach. This work will be discussed in chap­

ter 5. 

In the Advanced Technology Laboratory at Schenectady, Zuber and Staub a re engaged 

in a fundamental research program connected with flow and heat transfer phenomena 

occurring in boiling water channels (B9), (Zl). The overall purpose of the program is 

two­fold. F i r s t , the purpose is to gain an understanding of the various phenomena which 

lead to thermal­hydraulic oscillations in forced convection two­phase flow systems with 

heat addition, and secondly, the purpose i s , to obtain equations and cri teria which can 

be used for predicting the inception of these oscillations and instabilities as a function 

of the input parameters and system characteristics. In the analytical approach it is 

stated that in all analyses but one (V3), (V4), the set of conservation equations, which 

describe the transient behavior of two­phase flow systems, is incomplete. The equa­

tions have always been formulated in te rms of the conservation laws for mass (conti­

nuity equation), momentum and energy for the mixture. In a multiphase system, how­

ever, the number of continuity equations must be equal to the number n of the phases. 

These n equations can be combined in one continuity equation for the mixture but (n­1) 

diffusion equations have to be formulated in order to obtain the required total of n equa­

tions. In all cases but one (V3), (V4), this was never done. 

Instead of seeking a solution in terms of a diffusion equation, as is done in the Eindho­

ven work, Zuber formulates a void propagation equation in t e rms of kinematic waves. 

This equation reads , in the absence of a change of phase and by neglecting density 

changes of the steam in time and space, (Z2), 

da _ da Λ ΙΛ Λ . 

1Γ
+
Ve?"

0
 ·

 (1
;M 

where t is t ime,· 

ζ axial coordinate, 

α' void fraction, 

, βία V J 
C^ W +■ "Ή m 3 α' 

W* volumetric flow of the mixture per unit of area, 
V r local drift velocity, equal to (v*¿ - W^,) and 
V' local steam velocity. 

S 
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Equation (1.1.) shows that changes in the volumetric concentration of the voida' pro­
pagate with the velocity C through the system. In other words, the void fraction a' is 
constant in waves, which propagate with velocity C . These waves are sometimes cal­
led "continuity waves" because they are generated by the equation of continuity. Light-
hill and Whitnam (L2) called them "kinematic waves" in order to distinguish them from 
"dynamic waves", which depend on the second law of motion. It is pointed out that ki­
nematic waves have only one velocity, whereas dynamic waves have at least two. Fur ­
thermore, the value of C depends on the flow regime. In case C = 0, changes of a' 
cannot propagate through the system. The system then ceases to operate satisfactorily. 
The approach, in which kinematic waves are introduced gives therefore a stability c r i ­
terion predicting the operating limits of some systems. In the research program (B9) 
that has been started the void propagation equation (1.1.) is being elaborated further 
for predicting the transient response of the vapor volume fraction in a two-phase sys­
tem with a change of phase. By neglecting the compressibility of the liquid and of the 
steam phase, the effects of system pressure oscillations and of subcooling, and the ef­
fects of energy storage in the two-phase flow, closed form analytical solutions of the 
void propagation equation have been obtained, giving the response of the vapor volume 
fraction to different inputs. Together with the conservation laws for mass , momentum 
and energy for the mixture, the void propagation equation will describe the dynamic 
behavior of the system. Final results of this study have not yet been reported. Neither 
is it yet known with what type of hydraulic instabilities the condition C = 0 is connect­
ed. Comparison with experimental results of other investigators has not been made. 
In connection with this study much work has been carried out on the determination of 
the void fraction a ' in a two-phase flow in a steady state (Zl). This work can be con­
sidered very important to the solution of several problems in two-phase flow. Refe­
rence (Zl) will be discussed in section 4 . 1 . 

At the G.E. C. Laboratory, an experimental program has been set up to test the for­
mulation of the analytical model. I t is carried out in an experimental loop with Refri -
gerant 22 (Freon) as the working fluid. This fluid was selected to meet the requirement 
of obtaining simultaneously recorded data of the heat transfer coefficient, pressure 
drop, vapor content and the visual identification of the two-phase flow regimes in a 
vertical forced convection boiling system over a range of reduced pressures from . 1 
to . 7 . The heat input to the loop, which is supplied by an electrically heated test e le­
ment, can be oscillated in order to perturbate the system. These imposed oscillations 
cover a range of . 01 to 10 c. p. s. and may have a maximum amplitude of about + 30% 
of the mean input level. The loop has been designed for minimum feedback in either 
flow or pressure, resulting from these oscillations in the power. This is achieved by 
selecting a pump with a steep head-flow characteristic, the use of heavy throttling at 
the inlet and by incorporating a large volume after the test section. Therefore, there, 
is only a very weak coupling of the boiling channel with the other parts of the system 
and consequently no flow oscillations are present. Preliminary results of the void r e s ­
ponse to power modulation (which response is measured by an X-ray beam traversing 
the mixture) have been reported only in the low frequency range (B9). Comparison has 
been made with results obtained from the theoretical analysis. The predicted average 
void* fraction, rate of propagation and the wave form of the void variations were found 
to be in agreement with the experimental data. 

A . E . G . 

The object of the A.E .G. program is to develop and to test an analytical formulation, 
describing the dynamic behavior of a nuclear boiling water reactor (Kl). The mathema-
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tical formulation starts with the equations of conservation of mass', momentum and e-
nergy for the steam-water mixture. Three regions in a boiling channel are being con­
sidered: the subcooled region, the boiling region and the chimney. 
In the formulation it is assumed that there is thermodynamic equilibrium between the 
two phases. This means, that boiling under subcooled conditions is ignored. An analy­
tical solution is obtained by integration of the conservation equations over the length of 
the three regions mentioned. This could be done by assuming that the pressure varia­
tion caused by water acceleration is negligible and that the velocity of the steam phase 
can be separated into a spatial and a time dependent function. In doing this, properly 
weighted space integrals of the void fraction are obtained for each region, which are 
needed for the calculation of the water flow rate and the void reactivity, see Fig. 1.1 , 
determining the kinetics of the nuclear reactors . In calculating the water flow ra te , the 
two-phase friction force has also to be known and must be given as a function of a pro­
perly weighted void fraction and of the water velocity at the inlet. This friction force 
is difficult to estimate from existing data. The equations are linearized assuming small 
deviations from the steady state. By doing this, the weighting functions for the void 
fraction become only dependent on the steady-state axial void distribution. This means 
that the spatial form of the void fraction is not time-dependent. The transportation ef­
fects in the three regions are allowed for by introducing time delays. Finally, the La­
place transformation leads to transfer functions which are convenient for a stability a-
nalysis. 
Results of calculations, using this formulation and assuming a space-independent r eac ­
tor kinetic transfer function, have been compared with experimentally measured t r ans ­
fer functions in the EBWR (Experimental Boiling Water Reactor, A.N. L . , U. S.A.). In 
these experiments the reactivity was sinusoidally disturbed by oscillating the control 
rod, see Fig. 1.1. The resulting oscillations in nuclear power, particularly the phase 
shift and attenuation with respect to the reactivity input, were measured. Very good a-
greement between the calculated and measured transfer functions of the EBWR have 
been obtained. But the transfer function of the EBWR was measured in a condition very-
far below an instability and was almost entirely determined by the neutronic behavior of 
the reactor and therefore, not very sensitive to the hydrodynamic process. Owing to 
lack of data from loop experiments with strong hydraulic effects, the formulation of the 
two-phase flow characteristics in the analytical description has not yet been proved. 
Therefore, an experimental program has also been started. 

The experiments a re being carried out with a high pressure electrically heated boiling 
water loop in which a coolant channel of a nuclear reactor can be simulated. This loop 
can be operated in conditions of natural circulation as well as forced circulation by 
means of a pump. The maximum pressure and temperature are 100 atmospheres and 
310 C, while the maximum heating power that can be supplied is 420 kW. The coolant 
channels have a length of about 2.5 m. Single and multirod annular test sections can be 
installed. The pressure· in this boiling water loop is controlled by an air-cooled con -
denser. The volume void fraction in steady states as well as in transient conditions is 
measured by a y -beam traversing the mixture, (see also section 2 .3 . ) . The Ce -
sium y -source has a strength of about 50 Curie. For the measurement of mass flow 
ra tes turbine flowmeters a re applied. Transfer function measurements can be carried 
out by oscillating the heating power sinusoidally and measuring the phase shift and a t ­
tenuation of the dependent variables such as void fraction, with respect to the input s ig­
nal. An important facility of the circuit i s that the water flow rate at the inlet can also 
be modulated sinusoidally in a frequency range from 0 to 4 c. p. s. by changing the inlet 
resistance. In this way, the transfer function can be measured from water flow ra te at 
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the inlet to volume void fraction along the height of the channel. In many formulations 
this transfer function is important in the evaluation of the dynamics of a two-phase flow. 
Beside the transfer functions, all steady-state input data needed for the calculation of 
the transfer function by the analytical description are measured. So far, only a few 
preliminary results have been published. 

S. T . L . 

In the Space Technology Laboratories, experiments are carried out on an electrically 
heated mock-up of one of the coolant channels of the SPERT (Special Power Excursion 
Reactor Tests, Idaho, U.S.A.) nuclear reactor. The SPERT program was initiated in 
order to test the safety of water moderated reactors in general. Ramp-tests were ca r ­
ried out by gradually withdrawing the control rod in order to add reactivity at a linear 
rate . Stability was investigated by terminating the ramp addition at a preselected r e ­
activity value and by observing the subsequent reactor behavior. TheSPERT-I-A reac­
tor, operating at atmospheric pressure, had been found to oscillate at the power den­
sity of about 13 kW per li ter. These oscillations had a frequency of about 1 c . p . s . , 
while nuclear power varied from 200 kW to 700 MW starting at an initial power of 400 
kW. 
In the mock-up experiments, the high thermal conductivity of the fuel plates was simu­
lated. Provisions were made for the measurement of the change in density of the water 
in the channel by X-ray attenuation technique. The density change may be fed back by 
means of an electronic reactor kinetics simulator to control the electrical power input 
to the coolant channel. The reactor is thus simulated by the thermal hydrodynamic be­
havior of a single coolant channel plus electronic simulation of the neutron kinetics. 
The reactivity feedback can, of course, be eliminated to permit investigation of the dy -
namics of the coolant channel alone at various conditions of power input. Provisions 
are made to oscillate the heating power in order to yield a transfer function for the 
steam-void content. The work includes investigations of both the static and the dynamic 
steam-void behavior within the channel for natural as well as for forced circulation. 
Hydrodynamic instability, where flow and void oscillations with a frequency of about 1 
c. p. s. spontaneously occur at a constant power input of 1, 000 watts without the neces­
sity of neutronic feedback, was observed in the simulated SPERT-I-A channels during 
natural circulation tes ts . Measurements of the transfer functions from heating power 
to steam-void volume for natural circulation boiling show a sharp resonance peak in 
the void fraction response as the threshold of spontaneous hydrodynamic oscillations 
is approached. The frequency of the resonance peak is the same as that of the impend­
ing hydrodynamic oscillation. It thus appeared that these hydrodynamic oscillations 
are caused by unstable linear feedback between flow rate and steam-void volume. This 
resulted from a comparison of the power-void transfer function measured at natural 
circulation with that at forced circulation under the same conditions. The flow-void 
feedback dominates the power-void transfer functions of the natural circulation boiling 
system. In the test it was demonstrated that hydrodynamic instability depends on the 
steam bubble nucleation properties of the surfaces of the channel. 
The power-void transfer function was combined with the neutron kinetics, which r e ­
sulted in a behavior similar to that observed in the SPERT-I-A reactor. It was shown 
that at 500 watts in the laboratory channel, and 500 kW in the reactor, the reactor must 
be decidedly unstable as a result of reactivity feedback at an oscillation frequency of 
. 95 c. p. s. The threshold of reactivity feedback instability would be expected to occur 
at a power level somewhat below 500 kW. This result is in agreement with the observ­
ed spontaneous power oscillations in the reactor which arose at a power level of about 
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400 kW and with a frequency of 1 c. p. s. The natural circulation flow and void fraction 
were quite stable in the laboratory channel at 500 watts, indicating that the reactor po­
wer oscillation was not caused by hydrodynamic instability. 

In the Space Technology Laboratories, an analytical description has also been made 
primarily to interpret the transfer function measurements made in the atmospheric 
loop. In this analytical approach the boiling part of the channel is treated as one sec­
tion. The approach emphasizes the role of the non-boiling region and consequently is 
not applicable in systems where the relative length of the non-boiling region is negli­
gible. Nor was any assumption made regarding the slip between the water and the 
steam phase. The model employs the experimental observation that the shape of the 
axial void distribution does not change during power modulation. While the representa­
tion is adequate for the S. T. L. experiments (length coolant channel . 625 m, maximum 
power 1 kW), it is not appropriate for longer test sections and higher power levels. 
The analytical description leads to an explanation of hydrodynamic oscillations as an 
unstable linear feedback between steam-void volume and flow rate . 

G r e n o b l e . 

In the research program of Grenoble, an experimental as well as a theoretical study 
has been carried out on the onset of hydrodynamic instabilities in a boiling channel, hi 
the experiments the instabilities manifest themselves by large regular variations with 
a very defined period in inlet flow and pressure drop at constant heat input. Use is ma­
de of an electrically heated boiling loop, which can be operated in conditions of natural 
and forced circulation at a pressure of 8 atmospheres, hi the forced circulation expe­
riments use is made of a bypass across the channel with a large cross-section area in 
order to obtain a constant pressure drop condition between the inlet and exit of the test 
channel. The test elements are of circular form and have an inner diameter of 0. 06 m 
and a total length of about 4.5 m. Besides, experiments have been carried out in a 
small atmospheric boiling loop with the advantage of easy handling and the possibility 
of making visual observations. 
The two main parameters, which have been varied, are the temperature at the inlet 
and the imposed pressure drop across the channel. Furthermore, the effect of chang­
ing the fluid resistance at the inlet and of the length of the chimney (non-heated part on 
top of the heated channel) on the onset of instabilities has been looked into. By increas­
ing the heating power and keeping the subcooling and imposed pressure drop constant, 
oscillations pctíurred at a certain "power level. With "increasing subcooling òr in­
creasing imposed pressure drop the power at which instabilities started, shifted to 
higher values. The influence of subcooling was less at higher imposed pressure drop. 
It has been found, that by increasing the power level beyond the instability power, the 
flow in the atmospheric boiling loop became stable again. So there is an instability r e ­
gion. The two limits come together at low subcoolings and heating powers. In all the 
experiments the periods of the oscillations vary from 2 to 15 seconds. When increasing 
the subcooling, the period also increases. It has also been found that there is a conti­
nuous transition between the case of natural circulation and that of low imposed p res ­
sure drop. The phenomena are interpreted to be the same. An increase of the inlet r e ­
sistance or a decrease of the height of the chimney has a favorable influence on stabi­
lity. 

In the theoretical program different approaches have been made in an attempt to des­
cribe the observed phenomenaby as simple a formulation as possible. The furthest de­
veloped formulation is the so-called "single-phase model". This is based on the strik-
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ing characteristic of boiling that the change in density of the mixture per unit of volume 
is very great. This causes high accelerations in the fluid which result in important dy­
namic effects in non-steady conditions. The hypothesis of the model is that this densi­
ty effect causes also the flow oscillations. Therefore, in the model, only those effects 
are introduced, that have a direct relationship with the density change. Thus, a ficti­
tious single-phase fluid is defined whose specific density is a function of the enthalpy. 
The other physical quantities are taken constant. For the relationship between the spe­
cific density and enthalpy a hyperbolic function has been assumed, corresponding with 
a constant slip between the two phases. The conservation laws for mass , momentum 
and energy for the fluid are then formulated by neglecting bubble formation in subcool­
ed conditions and by taking the temperature and pressure at the inlet constant. Fur­
thermore, a constant pressure drop across the channel and a constant heat input were 
assumed. Owing to the assumptions made, the momentum equation can be integrated 
along the channel with as boundary conditions a constant pressure drop between the in­
let and the outlet of the channel, hi this integration the two-phase pressure drop has 
been taken equal to the one-phase pressure drop multiplied by a constant. The equa­
tions are made dimensionless, and by assuming small deviations from the steady sta­
te an analytical solution is obtained. The mechanism of the oscillations observed is 
demonstrated. Oscillations are sustained owing to the delays introduced by the density 
effect between a disturbance and its consequences on the mass , the center of mass and 
the moment of inertia of the mass of the liquid in the channel. Some results of calcu­
lations have been reported (B8). 
Although the description is simple, a digital computer is needed in order to obtain nu­
merical results . The influence of the different parameters such as pressure, subcool­
ing and imposed pressure drop, are qualitatively in agreement with experimental r e ­
sults. The theoretical formulation predicts for instance that for low values of subcool­
ing an increase of the subcooling has a destabilizing effect, whereas for high values of 
subcooling the inverse is true. 

In general, it can be said that systematic data on the onset of hydraulic flow oscilla­
tions and on the stability of a tv/o-phase flow in dependence of the operating condition 
are scarce. Furthermore, there is a need for detailed information, theoretical as 
well as experimental, in order to obtain a better characterization of the various types 
of oscillations. The work to be reported upon here, may give a contribution to an un­
derstanding of the two-phase flow stability characterist ics. 
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2. Description of the apparatus 

hv this section a description is given of the equipment used in the research program 
concerning the characteristics of a naturally circulating boiling system. It starts with 
a description of the pressurized and atmospheric boiling water loops, the test sections 
and the power supply. After that, a review is given of the measuring, recording and 
analyzing equipment. Special attention is paid to the measurement of the void fraction 
in a two-phase system. When possible, the accuracy obtained in measuring the various 
physical quantities is indicated. A photograph of the pressurized boiling water loop is 
given in Fig. 2 .1 , while the main part of the electronic instrumentation is shown in 
Fig. 2.2. 

2 .1 . Loops and t e s t s e c t i o n s 
Pressurized boiling water loop. 

Most of the experiments described hereafter have been carried out in a pressurized 
boiling water loop. This apparatus consists of a cylindrical pressure vessel in which 
water boils at elevated pressures. In this loop it is possible to study the behavior of a 
unit-cell of a boiling water reactor. In a reactor this unit-cell generally consists of 
one or more fuel rods placed side by side vertically in a can, usually called the shroud. 
In hydraulic tests performed outside the reactor, as under consideration, the fuel rods 
are simulated by electrically heated elements of the same configuration and dimensions. 
Together with the shroud they form the test section. 

A simplified flow scheme of the loop is given in Fig. 2.3. 

The test section is placed in the cylindrical part of the pressure vessel. The loop is 
filled with demineralized water up to a certain level. The channel formed by the heat­
ing element and the shroud is called the riser; the one formed by the shroud and the 
pressure vessel, the downcomer. Since the shroud is open at both ends, the two chan­
nels are in direct connection with each other. When the element is heated, the water in 
the riser starts to boil and vapor is formed. Owing to the resulting density difference 
between the fluid in the riser and in the downcomer the steam-water mixture in the r i ­
ser flows upwards by natural convection. At the water surface the steam and water are 
separated. The water returns to the inlet of the riser through the downcomer. The 
steam flows to the condenser and the condensed steam is returned to lhe downcomer. 

The pressure vessel is made of stainless steel 316 and withstands a working pressure 
of 40 atmospheres. The cylindrical part has an inner diameter of . 150 m and a length 
of 3 m. The vessel is provided with the necessary connecting devices for measuring 
equipment. In order to decrease the heat losses to the exterior the pressure vessel is 
insulated at the outside with glasswool. During operation the variation in water level, 
caused by thermal expansion and by the formation of steam is kept within certain limits 
by means of a water drum connected with the pressure vessel. The water level is ob­
served continuously by means of two water gauges, one positioned at the top of the cy­
lindrical part of the loop, the other placed at the control panel. 
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Fig. 2.1 Pressurized boiling water loop 
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A = matching network 
Β = amplifiers and filters 
C = Ultra-Violet recorder 
D = impedance measuring apparatus 
E = burn-out detector 
F = temperature recorders 
G = FM magnetic tape 
H = response analyzer 
I = Υ - ray detection apparatus 
Κ = Δ P-equipment 

Fig. 2.2 Electronic instrumentation 
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Fig. 2.3 Flow sheet of the pressurized boiling water loop 
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hi the condenser the steam is condensed inside three coiled tubes by sprinkling cold 

water on the tubes. The coolant flow to the condenser is controlled automatically or 

manually. The automatic control is achieved by the comparison of the actual steam 

temperature in the pressure vessel (T in Fig. 2 . 3 ) with an adjustable reference va­

lue. The control is proportional, integrating and differentiating. The pressure in the 

system is , therefore, controlled by the condenser. 

Before returning to the r i ser , the water passes through a cooler giving the possibility 

to subcool the water and to adjust the inlet temperature. (This subcooler, designed for 

negligible pressure loss, was added to the loop after the initial operation. In order to 

force the water to flow through the cooler the original downcomer was closed by a tef­

lon seal.) The secondary circuit of the subcooler consists of four helical tubes through 

which an adjustable quantity of water flows. For a closer control of the inlet tempera­

ture a preheater has been installed which can be controlled automatically or manually. 

Automatic control is achieved by comparing the actual subcooling, e .g. Τ ­ Τ in Fig. 

2 .3 , with an adjustable reference value. The subcooler circuit can be extended with a 

centrifugal pump and connecting tubes for carrying out forced circulation measure­

ments . 

The test section consists of a stainless steel tube placed centrally inside the shroud. 

On both ends red copper electrodes have been soldered. An asbestos graphite gland 

with spring pressure at the bottom electrode allows for expansion of the element. The 

weight of the bottom electrode and the connection to the bus­bars keep the element un­

der tension. A check of the proper behavior of the gland is obtained by measuring the 

displacement of the bottom electrode with respect to the pressure vessel. The top elec­

trode is connected to a flange which is insulated from the pressure vessel as is the 

shroud. The bottom electrode is connected to the pressure vessel and both a re earthed. 

The glass loop. 

For visual studies a glass loop operating at atmospheric pressure has been erected. It 

represents the high pressure natural circulation boiling loopdescribed above and con­

sists of a glass vessel with an inner diameter of . 150 m and a length of 2.4 m, an in­

ternal glass shroud with an inner diameter of 25 mm and a length of 2 m, and in the 

center an electrically heated stainless steel tube with an outer diameter of 20 mm and 

a length of 1. 8 m. The loop is adequately equipped for detecting recirculation, steam 

void, temperature and pressure . It incorporates a subcooler and an adjustable valve 

for varying the inlet resistance. The power to the heating element is supplied by a 15 

kW continuously controllable rectifier fed from the 3­phase 380 V mains. 

Test sections. 

In the pressurized boiling water loop two test sections were employed. The two test 

sections, denoted as Test Section I and II, differed only with respect to the inner dia­

meter of the shroud, which was 50.0 and 58. 8 mm respectively. In all the experiments 

a heating element of nominally the same dimensions, made of stainless steel 316, was 

used. The inner and outer diameters of the heating element were constant along the 

length giving a uniform heat load distribution. The electrical resistance of the heating 

element and the electrodes together is 5.35 mß and of the stainless steel alone 5.25 

mß . The element was internally stiffened by means of ceramic tubes. In these ' tubes 

aradioactive source can be placed for void fraction measurements .In three axially dif­

ferent places on the outside of the element, spacers have been fixed to prevent the e le­

ment from bending. Each spacer consists of three horizontal teflon studs, the outer 
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diameter and length of which are 5. 5 and 7. 5 mm for Test Section I, and 6. 5 and 11.5 
mm for Test Section Π respectively. In Table 2 . 1 . the geometrical data of the two test 
sections are given. 

Table 2 . 1 . Geometrical data of the test sections 

Test Section 

Location* 
top-end r i se r 
bottom-end r i se r 
operating water level 
spacers (a) 

(b) 
(c) 

Dimensions 
length heating element, m 
outer diameter heating element, mm 
inner diameter heating element, mm 
inner diameter shroud, mm 
length r i se r (total), m 
hydraulic diameter***, mm 
heated surface, m 2 

cross-section r i s e r , m ' 

I 

1.126 
-0,021 

1.144** 
0.993 
0.572 
0.285 

2.400 
33.84 
27.39 
50.00 

2.753 
16.16 

0.2550 
10.636xl0"4 

Π 

1.126 
-0.019 

1.144** 
0,992 
0.572 
0.285 

2.400 
33.78 
27.07 
58.81 

2.749 
25.03 

0.2546 
18.193xl0 - 4 

* * 

Locations are expressed as parts of the total heated length (equal to 2.400 m) and 
taken from the bottom-end of the heated length, see Fig. 2 .4 . 

Water gauge reading 260. 

*** The hydraulic diameter is taken as the difference between the inner diameter of 
the r i se r and the outer diameter of the.heating element. 

The locations indicated are measured from the bottom-end of the heating element and 
made dimensionless by dividing by the length of the heating element. A schematic draw­
ing of the test section positioned in the pressure vessel is given in Fig. 2Y4. In the 
shroud, impedance gauges are mounted for void fraction measurements in transient 
conditions. On the outside of the shroud pressure tappings are located for measuring 
the .pressure distribution along the coolant channel. All pressure tubes, which have 
an inner diameter of 4 mm, are led out of the pressure vessel by means of a specially 
constructed insulated flange at the bottom of the vessel. 
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2.2 . P o w e r s u p p l y 

The supply of power to the heating element of the pressurized boiling water loop is by 

means of a power unit consisting of two controlled rectifiers, each fed by a transformer 

from the 10 kV mains. One of the transformers is equipped with a stepwise and the o­

ther with a continuous control. 

By means of tappings at the primary side of the first transformer, the output voltage 

of the rectifier can be set at 10, 13, 16, 19 or 21 V nominally. The output voltage of 

the other rectifier fed by the continuously controlled transformer, is variable between 

15 and 60 V nominally. This is done by a transductor circuit at the primary side of the 

transformer. The transductor is regulated by a special controller, which can be pro­

grammed. The two rectifiers can be used independently or in ser ies . The maximum 

current and power which can be supplied is 14, 000 A, 1, 000 kW. The quoted values 

are somewhat depending on the load on the rectifiers. 

The rectifier connections to the copper electrodes of the heating element in the boiling 

water loop are made of aluminum bus­bars with flexible copper connections (litz) to 

the electrodes. The end­connections are water­cooled. The negative pole is earthed 

via a fuse. 

In the experiments the rectifiers were mostly connected in series to utilize the whole 

range of available voltages. The possibility of programming the controller was used in 

the transfer function measurements, in which a sinusoidal signal was applied at the in­

put of the controller to measure the frequency response characteristics of the boiling 

system. Frequencies up to 5 c . p . s . have been applied. 

2 .3 . M e a s u r i n g e q u i p m e n t 
' ■ ' ■ ■ ■ ' ■} 

In the experimental program the following physical quantities have been measured: 

a. heating power, 

b . pressure , 

c. temperature, 

d. void fraction, 

e. mass flow rate . 

For the measurement of the quantities in steady­state and transient conditions diffe­

rent techniques have been applied. They will be reviewed in the following. In Fig. 2.4 

and Table 2 .2 . the location of the various sensors is indicated. 

a. Heating power. 

The heat generated in the element is measured electrically in steady­state conditions 

by means of a precision voltage and current meter, and also by means of a light­spot 

wattmeter. The voltage tappings are placed on the copper electrodes just outside the 

pressure vessel. The value of the current is obtained from a direct current transduc­

tor, positioned around the aluminum bus­bar leading to the heating element. The t r ans ­

ductor has a transmission ratio of 3,000. The maximum current on the secondary side 

is 5 amps. The transductor has been calibrated. For the range of currents used in the­

se experiments the accuracy of the transmission is better than ± . 1 % . The electrical po­

wer read from the light­spot wattmeter (class .2) has been compared with the product 

of the readings from the volt­ and currentmeter in order to check the phase shift and 

the influence of magnetic fields. Both values of the dissipated power agreed within . 5%. 
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Fig. 2.4 Schematic of the test section with instrumentation 
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Table 2.2. Location* of the sensors 

Sensors 

Thermocouples 

Pressure tappings 

Void detectors 

impedance 

γ - r a y 

T l 
T 2 a 
T2b 
T 2 c 
T 4 
T 6 a 
T 6 b 

P i 
P 2 
P 3 
P 4 

ll 
P 7 
P 8 
P 9 
P 10 
P l l 

" p 12 
. P 1 3 

" V 0 
V l 
V 2 
V 3 
V 4 
V 5 
V 6 
V 7 
V 8 
V 9 
V10 

. v i i 

[v'i 

Test Section 
I 

1.302 
1.210 
1.210 
1.210 
1.000 

- 0.012 
- 0.012 

0.096 
0.045 
0.132 
0.263 
0.411 
0.552 
0.692 
0.832 
0.972 
1.076 
0.971 

- 0.009 

1.043 
0.903 
0.764 
0.624 
0.485 
0.345 
0.205 
0.066 

- 0.012 
0.160 
0.832 
0.975 

0.903 

II 

1.302 
1.210 
1.210 
1.210 
1.000 

- 0.012 
- 0.012 

0.059 
0.076 
0.128 
0.268 
0.413 
0.550 
0.690 
0.832 
0.975 
1.072 
0.974 

-0 .009 

1.043 
0.903 
0.762 
0.621 
0.480 
0.340 
0.199 
0.058 

- 0.013 
0.127 
0.833 
0.971 

0.903 

Remarks 

steams pace 
It 

II 

II 

condensate 
r i se r 

It 

downcomer 
r i se r 

II 

II 

It 

tt 

tt 

tt 

tt 

tt 

downcomer 

pitot-tube 

r i s e r 
II 

II 

tt 

t l 

tt 

tt 

tt 

tt 

downcomer 
II 

II 

r i s e r 

* Locations are expressed as parts of the total heated length (equal to 2.400 m) and 
taken from the bottom-end of the heated length, see Fig. 2.4. 
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One should keep in mind that the measured power is the total power dissipated in the 
heating element and the electrodes between the voltage tappings. A correction must be 
made if one wants to know the power dissipated in the stainless steel part of the ele­
ment only. This correction is about 1.5% of the total power. In the results presented 
here, no corrections have been made. 
For the measurement of the heat generated in the element in non-steady conditions Use 
is made of commercially available Hall generators. These instruments give a signal 
proportional to the product Of voltage and current of the heating element. They have 
been calibrated in steady-state conditions against the readings of the light-spot watt­
meter. The linearity was better than . 1% in a range of channel powers from 10 to 400 
kW. Also an analysis was made of the sensitivity to phase shift and of the attenuation 
with increasing frequency. The phase shift and attenuation at 50 c .p.s . was within the 
accuracy of the analyzing apparatus, see section 2.5. The dynamic characteristics of 
these instruments are therefore excellent for the frequency range for which they are 
applied. No corrections are needed. Attention must be given to the fact that these in­
struments measure the momentary power dissipated in the heating element which is 
determined by the electrical resistance and thus by the temperature of the heating ele­
ment. The power reading in transient conditions is therefore dependent on the heat ca­
pacity of the element and of the nature of the boiling process at the wall. 

b. Pressure. 

The absolute pressure in the steam space of the pressurized boiling water loop has 
been measured using two Bourdon pressure gauges, which were calibrated at regular 
time intervals. The range of these pressure gauges was 0-6 and 0-50 atmospheres res­
pectively. The accuracy of the calibration was about + .1%. 

The static pressures along the coolant channels have been measured with a multimano-
meter. The location of the pressure tappings, which have a diameter of 4 mm is indi­
cated in Fig. 2.4 and is also given in Table 2.2. Nine pressure tappings are located 
in the riser and two in the downcomer. At the top, the tubes of the multimanometer, 
each about . 9 m long, are connected with each other, see Fig. 2.3. The upper part of 
the manometer is filled with red-coloured trimethylpentane, which has a density of 690 
kg/m3 and is immiscible with water. The other part and the connecting tubes with the 
pressure tappings are filled with water. The use of this substance allows the deviations 
on the manometer to be increased by a factor of about three. Without circulation in the 
boiler the height of water-columns in the manometer is the same for all tubes. A typi­
cal manometer reading, during operation, is indicated in Fig. 2.3. 

For the measurement of the absolute pressure in transient conditions a fast pressure 
gauge has been developed, see Fig. 2:5. The principle of the method is that the change 
in capacitance due to the displacement of a membrane with regard to a fixed and insu­
lated electrode is detected in a resonance circuit by a capacitance meter, type Van 
Reysen (Netherlands). The sensitivity and the range of the pressure gauge is mainly 
determined by the distance between the membrane and the electrode and the slope of 
the resonance curve. The linearity depends on the part of the resonance curve used 
and on the dimensions of the facing surfaces. The construction of the pressure gauge 
was made in such a way that the distance between the electrode and the membrane was 
adjustable. The distance is normally about 50 μ. The membrane is made of phosfor-
bronze, the housing and electrode of brass. In the development of these gauges diffi­
culties have been encountered owing to induction and temperature effects. The read­
ings are therefore calibrated in steady-state operating conditions against the Bourdon 
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pressure gauge. The linearity in the applied range is better than 1% while the sensiti­
vity is suchthat a change of 1 cm water­column in absolute pressure could be detected· 
The dynamic characteristics of these gauges are mainly determined by the volume of 
water and the friction losses in the connecting tubes leading to the pressure tapping. In 
this particular case the connecting tube was about 0.3 m long and the natural frequency 
of the damped system, estimated from experiments carried out with connecting tubes 
of different lengths, about 60 c.p. s. No corrections to the measurements are there­
fore necessary. 

Fig. 2.5 Capacitive pressure gauge 

c. Temperature. 

Fluid. 
For the accurate measurement of the steam and water temperatures and also of diffe­

rential temperatures for the adjustment of the subcooling, Chromel­Alumel type Södern 

(France) thermocouples have been used. In this type of thermocouple there is an Inco­

nel sheath around the wires. The wires and the hot junction are insulated from the 

sheath by magnesium oxide. The outer diameter of the sheath is 1 mm, except for 

thermocouple Ti, see Fig. 2.4, which has an outer diameter of .5 mm. The thermos 

couples are calibrated at regular time intervals by the Calibration Department of the 

University, where special calibrating equipment is available. The accuracy of the cali­

bration is ± 8 μν which is about + .2 C. Only those thermocouples have been used 

which were nearest the I.S.A. standard curve. The special connectors used for con­

necting the thermocouple wires with the insulated and shielded copper extension leads 

are placed in a Dewar flask filled with ice. The response characteristics on a step in­

put have been measured. They behave like a first­order system with a time constant of 

about .4 sec for the 1 mm thermocouples and .06 sec for the . 5 mm thermocouple. 

These response characteristics have been measured by plunging the thermocouples in 

still water at about 40°C. 
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The various thermocouples denoted in Fig. 2.4 are used for the following functions: 

condenser control (T2 c), 
measurement of the saturation temperature (T 2 a ), 
measurement of the subcooling (T2b - Tgb ), 
measurement of the inlet temperature (Tga ), 
control of the preheater in the subcooler circuit (T, - Τ 5 ), 
recording of the steam temperature (T^ ). 

To prevent damage to the preheater, the thermocouples T3 and T5 are made to work 
a little more slowly by increasing the thickness of the sheath. The thermocouples T 2 

are shielded for thermal radiation effects from the heating electrode. All measured 
temperature readings have been corrected for the calibration e r ro r . 

Heating element. 
To avoid melting of the heating element at high power ratings, a burn-out detector has 
been installed as a safety device. This detector works on the principle of a Wheatstone 
bridge. The upper and lower halves of the heating element act as two arms of this 
Wheatstone bridge. Therefore, a bronze wire has been fixed inside the heating element 
at the middle. Any temperature difference between the two parts results in a difference 
in resistance and will bring the bridge out of balance. This is made visible on a t r ip -
galvanometer. When the needle contacts a preset adjustment, the power on the heating 
element is switched off. The time between the detection of burn-out and the switching 
off of the power supply is about 100 msec, of which 80 msec is owing to the main r e ­
lay and circuit-breaker and 20 msec to the burn-out detector. A special indicator has 
been developed to indicate which part of the tube has been overheated. Slow variations 
in the out-of-balance voltage caused for instance by an increase in heating power, are 
being controlled manually. The occurrence of burn-out is always of a relatively fast 
nature. The out-of-balance voltage can also be recorded and translated into a tempera­
ture variationbetween the two parts of the heating rod. Owing to the fact that the move­
ment of the needle of the trip-galvanometer has an influence on the voltage at the out­
put, another burn-out detector without a trip-galvanometer has been put in parallel with 
the original one for recording purposes. 

d. Void fraction. 

One of the important parameters for the evaluation of the performance of a boiling wa­
ter reactor is the void distribution along the fuel channel. Moreover, for the study of 
the dynamics of a boiling water reactor it is desired to have a momentary indication of 
the void fraction at a particular place in a fuel channel. Several techniques can be used 
for the measurement of the void fraction. In the Laboratory for Heat Transfer and 
Reactor Engineering of this University three methods are in operation; 

1. the 7-ray attenuation method (S5), (HI), 
2. the impedance method (S5), (01), 
3. the acoustical method (V2). 

In this study the first two methods have been used. The 7-ray attenuation method us ­
ing the pulse counting technique has been applied for void fraction measurements in 
steady-state conditions at one fixed location along the channel. The impedance method 
measuring the conductivity of the two-phase mixture has been used in steady-state as 
well as in transient conditions at different locations along the channel. It is stressed 
particularly that both methods measure the void fraction without introducing any dis­
turbance in the two-phase flow. 
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1. The 7-ray attenuation method. 

The 7-ray technique for void fraction measurement has been applied in many labora­
tories. It is based on the difference in absorption characteristics of 7-rays between 
water and steam, hi the experimental program reported here some special measures 
have been taken in connection with the construction of the loop and some others to im­
prove the accuracy of the method. 
Fig. 2. 6. shows a diagram of one of the scintillation counters positioned in the loop. A 
Thulium-170 source of approximately 300 mCurie and a decay time of 127 days can be 

Cesium 137 5MC Dumont 6362 photomultiplier 

water outlet 

Nal j"x&" crystal 

magnetic shielding 

water inlet 

Thulium 170 
300mC 

insulation tube for thermocouple 

heating element 

shroud 

lead shielding 

cathode 
follower 

Fig. 2.6 
Diagram of the scintillation counter 
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positioned inside the heating element. The 7-quanta are going through the two-phase 
mixture and, after passing a collimator, are detected by four scintillation counters 
grouped around the r i ser , each consisting of a Nal(Tl) crystal and a Dumont 6362 pho-
tomultiplier. Around the loop, at the position of the Thulium source, a shielding of lead 
is placed in order to minimize external radiation. A special clipping technique mixes 
the pulses of the four detectors with a minimum of loss. The pulses are counted by a 
10 Mc scaler which is connected to a decimal printer. The housing of the scintillation 
counters consists of two concentric tubes in which cooling water is circulated, the tem­
perature of which is being recorded. Since the element is heated by direct current 
there is a strong magnetic field around the loop. As the original mu-metal shielding 
appeared not to be sufficient, three concentric cast iron rings were placed around the 
tubes in which the detectors are mounted. A photograph of the scintillation crystal-
photomultiplier tube assembly is given in Fig. 2.7. Each photomultiplier is provided 
with a high voltage unit, see Fig. 2. 8. This enables the high voltage of each photomul­
tiplier to be so adjusted that the amplifications of the tubes are the same. It is thus 
possible to discriminate the Thulium peak (84 keV) in the energy-spectrum in such a 
way that the best results in the void fraction measurements are obtained. The amplifi­
cation is automatically controlled by means of a spectrum stabilizer. For the working 
of the stabilizer a high energy peak in the spectrum is necessary. For this purpose a 
small Cesium source of 5 MCurie is placed in front of the crystal of each photomulti­
plier. The total amplification of the pulses in the Cesium peak of the photomultiplier 
and the amplifier is kept constant at an adjusted value by means of a feedback action 
from the spectrum stabilizer to the high voltage unit, which is indicated on the spec-
strum stabilizer. In this way changes in amplification caused for instance by tempe -
rature effects, magnetic rest-fields and fatigue of the photomultipliers will be correct­
ed automatically. 

In all applications of this technique it is assumed that: 

a. the attenuation of the γ-beam is an exponential function of the absorber thickness, 
which is characterized by a single absorption coefficient; 

b. the ratio of the absorption coefficient and density is independent of temperature; 
c. the absorption in the steam phase is negligible. 

The following equation is then used: __ 

I = a I,C 

I e,c 

k 
(2 .1 . ) 

where I is the measured intensity and a the volume void fraction. The indices e ,c and 
f, c refer to an empty and full coolant channel respectively. Equation (2.1.) has been 
checked in a special set-up in which the 7-beam passed successive layers of air and 
water. The measured deviation from equation (2.1.) was less than 1%. The intensity 
with empty and full channel in the pressurized boiling loop is checked every day by 
measuring in cold conditions the intensities in an empty loop and in a loop completely 
filled with water respectively. These values.have to be corrected for the change in wa­
ter density with temperature and for the thickness of the water layer between the shroud 
and the windows in front of the scintillation counters. 
Thus; 

\,c = \,l e x p " 2 0 V 1 + k > P 1 (20°C) 
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Fig. 2. 7 Scintillation crystal­photomultiplier tube assembly 
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Fig. 2. 8 Block diagram of the 7­ray attenuation technique 
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I =1 ! exp 
e,c e,l * ■^oV 

Pl (T) 

Pj (20°C) 
(2 .3 . ) 

where I e j is the measured intensity with empty loop, 

μ 20 the absorption coefficient of water at 20°C, 

D jj hydraulic diameter of the test section, 

kDjj distance between shroud and window, 

Ρ J (Τ) density of water at temperature T, 

ρ j (20) density of water at 20° C. 

The measurement of the temperature effects was made possible by warming up the 

loop, pressurized at 40 atmospheres with Nitrogen, and by avoiding boiling. The mea ­

sured values of the empty­to­full ratio of the loop were about 3 to 8% lower than those 

predicted theoretically by equations (2.2.) and (2. 3.) using water densities from the 

li terature. Possibly, this is caused by a temperature influence on the intensity of the 

7 ­ rays in empty loop I e > 1 . By correcting this quantity by a factor C which is tempe­

rature dependent and of the order of 1. 002, the two predicted values of the empty­to­

full ratio were closely matched to each other. 

The factor k in equation (2.2.) and (2.3.) has been determined in cold conditions by 

measuring the intensities with the r i se r filled with water and an empty downcomer, and 

the inverse. The influence of the temperature on k is negligible. 

As can be concluded, the determination of the void fraction from 7­ray measurements 

using the equations (2.1. ), (2. 2. ) and (2. 3. ) is in fact a determination of a layer thick­

ness. The way in which the void is distributed across the channel must therefore have 

an effect on the void fraction evaluation. The two extreme phase distributions are tho­

se in which the water and the steam phases in the channel are completely separated, 

and the plane of separation is either cut at right angles by the 7 ­ rays (equation 2.1.) , 

or is in parallel with them. In the latter case the measured intensity would be 

I = a l + ( l ­ a ) L . /o 4 ì 

The two equations (2.1.) and (2.4.) are equal to each other in case a = 0 and a = 1. 

The deviation between the two is greatest when a = . 5. The magnitude of the devia­

tion is dependent on the empty­to­full ratio. It increases with increasing ratio. In the 

pressurized boilingwater loop this ratio, in cold conditions, is about 1. 3. Thus the e r ­

ror in using equation (2.1.) for the void fraction measurement may be 3% void. This 

e r ror decreases with increasing temperature and occurs only when the extreme phase 

distribution of parallel flow is present. 

Another e r ror is introduced by the noise owing to source statistics. The standard de­

viation of a source with a strength Ζ (number of desintegrations per second) during a 

time t is V z t. Therefore the e r ror in a measurement owing to the statistics of the 

noise is ± 2 V i t . The number of counts taken in one measurement is about 107 and 

the e r ror therefore less than ± . 1%. The void fraction is ultimately determined from 

several intensity measurements, for instance, the k­factor, the empty­to­full ratio 

and the measurement at operating conditions. Using the general equation for the stan­
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dard deviation σζ of a function ζ of a number of independent statistically varying 

quantities χ j with a standard deviation σ : 

*Σ 
di 12 

1 
(2 .5 . ) 

the e r ror in the final result, owing to source statistics could be estimated to be about 

± 2% void, concordant with twice the standard deviation. 

The dead time of the circuit during which the system is insensitive for 7­quanta has 

been estimated by measuring the intensities of the four scintillation counters separate­

ly and all of them together. The dead time measured in this way is 3. 8 μ sec at a count 

rate of 60, 000 per second. This value checked perfectly well with measurements made 

by an oscilloscope. 

hi all the experiments the determination of the void fraction was based on equations 

(2.1.), (2.2.), (2.3.) . Prior to this, the measured intensities were corrected for the 

intensity of the Cesium source, the decay time of the Thulium source, the dead time of 

the circuit and the change in intensity in the empty loop with temperature. Some r e ­

sults of void fraction measurements are given in Fig. 2.9. The heating power in kW 

is plotted horizontally and the void fraction at the location of the Thulium source ver­

tically. Results of measurements taken at different dates are given for a saturation 

temperature of 120 and 220°C corresponding to a system pressure of 2. 03 and 23.66 

ata. As can be concluded the reproducibility is within ± 3% void. Reproducibility was 

maintained even after dismantling and mounting again the test section. 
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2. The impedance method. 

The technique for measuring the void fraction in a two­phase flow system using the im­

pedance method has been developed for the test section geometry given in section 2 .1 . 

The application of this measuring technique is based on the determination of the con­

ductance in a two­phase mixture with respect to that in a one­phase liquid at the same 

temperature. The heating element is used as the first electrode. In the hull of the 

shroud four plates are placed at a given axial location, see Fig. 2.10, insulated from 

the shroud but connected to each other, to act as a second electrode. Nine of these void 

gauges are located along the coolant channel, see Fig. 2.4. The theoretical basis of 

this technique was derived by Maxwell (BIO), (Ol). By assuming an analogy between 

the electrical conductivity and the dielectric constant of a mixture it follows that 

S-Sß-.a Sì-!? (2>6>) 

C+2C2 CJ+2C2 

where C is the conductance of the mixture, 

€.1 that of the discontinuous phase (steam), 

C2 that of the continuous phase (water), 
and a is the void fraction. 

The calibration of the impedance void gauge has been carried out in a perspex loop, 
filled with water, in which air was blown. The void fraction was taken from the height 
of the two­phase flow column and was checked by means of static pressure measure­
ments along the height of the loop. Up to void fractions of 40%" the difference between the 
measured values and those predicted by the equation (2. 6.) was less than 2% void. Ca­
librations performed at the Argonne National Laboratory with a similar void gauge up 
to 90% void were also in good agreement with the theoretically predicted values (M. Pe­
trick, personal communication). In the pressurized boiling water loop avoid gauge 
has been placed at the location of the 7­ray source and the values obtained with both 
methods could be compared. Some results are given in Fig. 2.11. The difference be­
tween the two methods is less than ± 2% void. On the whole the reproducibility of the 
impedance method is better than that of the 7 ­ray attenuation method and is less than 
+ 1% void. 

A block diagram of the measuring system is shown in Fig. 2.12. The potentiometer 
circuit formed by R^ and R 2 is fed with a 3,000 c .p .s . voltage supplied by an oscilla­
tor. R j is the resistance of the two­phase mixture and R 2 is a series resistance a­, 
cross which the measuring signal is taken.. When R 2 is very small with respect to R^ 
(actually about .2% of R., at 0% void) the voltage across R„ is proportional to the con­
ductivity 1/Rι of the fluid. The choice of the 3, 000 c .p.s . frequency is a compromise. 
At high frequencies the capacity of the leads and of the insulation of the gauge has an 
unfavorable influence on the characteristics of the void gauge. At low frequencies po­
larization effects become important. A capacitance of 500 #F has been connected in 
series with the void gauge in order to prevent direct currents leaking from the heating 
element through the water to the measuring system. A separating transformer is in­
corporated giving the possibility of earthed inputs. After passing a 3,000 c.p. s. band­
pass filter the amplitude modulated signal is led to an amplifier and demodulator. The 
output voltage, after demodulation, is 10 volts dc at 20 mV across R2 . Beside the di­
rect indication of the output signal on a meter, there are outputs for recording purpo­
ses. 
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Owing to the fact that the conductance of the water in the pressurized boiling water loop 

changes with time and temperature, the continuous determination of the 100% water 

conductance requires the use of a reference gauge, which has the same characteristics 

as the void gauges. In the beginning, the void gauges 9, 10 and 11, see Fig. 2.4, con­

sisting of parallel plates, and positioned in the downcomer, have been used as refe­

rence gauges. In order to increase accuracy, the reading of void gauge 8 positioned in 

the non­heated part of the coolant channel and with exactly the same dimensions as the 

other void gauges, was afterwards taken as reference. The adjustable gain of the am­

plifier is controlled manually on the basis of the reading of this reference gauge.. Thus, 

in actual 'fact one measures the ratio of the conductance determined by one particular 

void gauge and that determined by the reference gauge. Differences in temperature of 

the liquid at the reference gauge and at a particular void gauge as occurring in the ex­

periments had no detectable influence on the measurements. The linearity and stability 

of the measuring system were excellent. The frequency response characteristics were 

determined by applying a step input and photographing the rectified output on an oscil­

loscope. The time necessary to reach the final value was about .7 msec. This means 

that no corrections were required. 

Different configurations of the void gauge have been tested in the perspex loop mention­

ed. The final construction is shown in Fig. 2.10. To obtain a homogeneously distribut­

ed electrical field between the electrodes two measures were taken. Firs t , the surfa­

ce per unit of height of the four electrode plates together was taken equal to that of the 

heating element. Secondly, to avoid dispersion of the electrical field, the shroud was 

placed on the same potential as the electrode plates. The plates are made of silver and 

embedded in a ceramic (Α12Οβ) or teflon ring. The height of the plates was chosen 4.5 

cm giving acceptable, not too noisy signals. 

e. Mass flow rate . 

The mass flow rate at the inlet of the coolant channel is established by measuring on a 

multimanometer the pressure drop across the inlet (pressure tappings 1 and 2 in Fig. 

2.4 ) or the differential pressure from a pitot­tube. The pressure differences Δρ­^_2 

and Δρ 1 2 _ 1 » had been calibrated in cold tests in terms of the circulation rate at the 

inlet of the r i se r . This calibration was carried out using an especially constructed c i r ­

cuit by which water is pumped through the downcomer and r i se r and returned to a dump 

vessel. By measuring the time needed for pumping a known weight of water through the 

circuit, the water circulation rate could be calculated. Measuring times varied between 

270 and 70 sec. The reproducibility of the measuring times in one condition was better 

than . 3%. 

S e t t Ì n g Δ ρ ­ k ^ V 2 , (2 .7 . ) 

one can calculate from these tests the factor k as a function of the Reynolds number. 

In Fig.2.13 some results are given for Test Section I. Some tests with hot water have 

been carried out in order to increase the range of Reynolds numbers. Above a Reynolds 

number of 3x10 , k is nearly constant and for Δ ρ 1 ­ 2 equal to 1.30 and 1.39 and for 
Δ ρ 12­13 e < lu a^ t o J··45 and 1.30 for Test Section I and Π respectively. Under operat­

ing conditions the Reynolds numbers are as large as 4x10^ ­ 2.4x105. A check of the 

use of equation (2.7.) at these high Reynolds numbers has been obtained by calculating 

the flow rate from differential pressure measurements made under operating conditions 

between (a) the pressure tappings 1 and 2, and (b) the tappings 12 and 13 (pitot­tube) 

and using the appropriate measured values of k. Some results of these calculations are 
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given in Fig. 2.14. The heating power in kW is plotted horizontally, and the circula­
tion rate V in m/sec related to the cross-section A c of the coolant channel is plotted 
vertically. The values predicted by means of the two methods differed less than ± 3%. 
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This means that the flow distribution at the inlet of the r iserunder operating conditions 

was about the same as the one in the calibration tes ts . 

During the calibrations the static pressures along the channel (pressure tappings 2 to 

10) were measured too. These measurements give an idea of the pressure drop in one 

phase flow for this particular geometry. The Fanning friction factor f is equal to .00782 

at Reynolds numbers higher than 3.10 . The predicted value for a smooth pipe is 

. 00610 for this Reynolds number. The measured values are about 25% greater than the 

predicted ones. 

For measuring the mass flow rate in transient conditions use is made of commercially 

available inductive differential pressure gauges, type SEL (England) with a range of 

± 25 and ± 50 cm water­column. They are connected to the pressure tubes outside the 

pressure vessels. They were calibrated during steady­state operation against the read­

ings of the multimanometer. The linearity was within 1%. The dynamic characteristics 

of these pressure gauges together with the connecting tubes and the electronic appara­

tus consisting of power unit, modulator and demodulator, were measured by recording 

the output signal on a fast recorder, responding to a step input in the pressure at one 

side. By taking the natural frequency of the damped system and the logarithmic decre­

ment from the recordings, and by assuming that the behavior of the system canbe des­

cribed by a second­order equation, the dynamic characteristics could be calculated in 

terms of attenuation and phase shift. The characteristics of the differential pressure 

gauge connected to the pitot­tube have been plotted in Fig. 2 .15. A satisfactory check 

was obtained by simulating on an analogue computer the corresponding second­order e­

quation and making a recording on a step input. The two recordings were quite similar. 

All the experimental results have been corrected for phase shift and attenuation. 
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2.4. R e c o r d i n g e q u i p m e n t 

Conventional recorders . 

For slow recording purposes use is made of commercially available continuously writ­

ing or printing recorders with temperature or mV scales. Most of them have a variable 

range and the possibility of zero shift and zero suppression. These recorders are ca­

librated at regular time intervals against a mV­potentiometer with an accuracy of + 

. 03% of the reading. 

UV­recorder and FM tape recorder. 

The signals from the heating power, pressure, temperature, burn­out detector, void 

fraction and mass flow rate can be recorded at high speeds on a 16­channel Ultra­Vio­

let recorder, type CEC 5­124 (U.S.A.) equipped with photographic paper. For a more 

detailed analysis the signals can also be recorded on a 14­channel Frequency Modula­

ted magnetic tape system, type Ampex FR 1300 (U.S.A.), that can be operated at 6 

different speeds. Before recording, the signals had to be adapted, filtered and ampli­

fied. All transmitting lines were checked on their linearity. The attenuation and phase 

shift introduced by the different elements were measured using the Frequency Respon­

se Analyzer. If necessary, all signals were corrected for the dynamic characteristics 

of the transmitting lines. The signals were recorded together with calibration signals 

of known frequency and amplitude in order to avoid any confusion on adjustment of the 

amplification or attenuation of the different elements. 

Datalogger. 

In the analyzing program extensive use is made of a datalogger built by Philips Ltd. 

(Netherlands) on a specification from the Technological University. The datalogger 

converts analogue signals into a digital code and is especially designed for digitizing 

signals for performing noise analysis. The datalogger can be used in combination with 

a magnetic tape system or directly on line with the process . 

It consists of; 

a. a 10­channel scanner, which can be expanded to 500 channels without large costs; 

b . an amplifier with an adjustable range setting between 10 and 10, 000 mV; 

c. an analogue to digital converter; 

d. a paper tape puncher. 

The scanner is equipped with dry­reed relays with gold contacts. These types of r e ­

lays allow of signals from thermocouples to be converted as well. Any number of scan­

ning points between 1 and 10, forming one cycle, can be selected. By means of a patch 

panel the sequence of the input signals can be programmed arbitrarily. The sampling 

rate is controlled by a crystal oscillator in combination with frequency dividers. The 

time interval between two scanning points is therefore constant between very narrow 

limits and. is exactly known. The sampling time, too, can be adjusted separately. The­

se characteristics are very important when one wants to perform a noise analysis of a 

signal on ¿"digital computer. The amplifier has an input impedance of 1, 000 ΜΩ , whi­

le the cut­off frequency is adjustable. Thè output voltage is + 10 volts. Owing to the 

fact that only positive voltages can be converted, a voltage of 5 volts is added to the 

output signal from the amplifier. The analogue to digital converter has a rate of 1, 000 

conversions per second. After conversion it gives a command to the puncher. This 

puncheris a Westrex teletype paper puncher with a speed of 110 characters per second. 

It is placed on a separate console in order to avoid vibrations. The applied code is the 
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12 4 8 code for the IBM 1620 computer. The punched information consists of the num­
ber of the channel (two digits), the signal (three digits) and an end­of­line mark (one 
digit). The latter can be put after each signal or after each cycle. The channel number 
and the end­of­line mark can be skipped. Instead of the puncher, a printer or a magne­
tic tape can be used as recording apparatus. With the teletype puncher a scanning ra­
te of 25 points per second can be reached if only the signal is punched. The datalogger 
can be operated manually or automatically. The number of cycles scanned is indicated 
on a counter. The measuring value of the signal can be observed continuously on a pa­
nel . The accuracy is checked at regular time intervals by applying a known voltage to 
the datalogger. Nò corrections are needed. 

2.5. A n a l y z i n g e q u i p m e n t 

Analogue computer. ; 

An analogue computer was used for studying the mathematical description of the beha­

vior of a boiling water system. The analogue computer is a PACE R­231 equipped with 

80 amplifiers, 7 multipliers, 5 function generators, 4 comparators, an automatic print 

­out device,.an XY plotter and a multichannel recorder, type Sanborn (U.S.A.). 

Digital computer. 

An extensive use was made of digital computers in analyzing the experimental results 
and in performing studies on the behavior in steady­state and transient conditions of a 
boiling water system. Among other things a digital computer program (AI) was written 
calculating the transfer function from two noisy but correlated signals by computing 
autocorrelations and crosse­corrélations, and spectral power density and cross­power 
spectral density curves; 

Frequency response analyzer. 

In the experimental program transfer functions were measured from heating power to 
the dependent variables as mass flow rate, void fraction etc. This means that the po­
wer was modulated with a sine and the amplitude ratio and phase shift were measured 
of a physical quantity with respect to the oscillating input power. In this type of mea­
surement difficulties may arise owing to the presence of noise on the output signal in­
duced by the boiling process and by magnetic or electrical fields, mostly with far 
greater amplitudes than the response to the input signal. To reject the induced noise, 
a Fourier analysis of the output signal is made by means of a special purpose analogue 
computer called the Transient Frequency Response Analyzer made by Boonshaft Inc. 
(U. S. A.). A block diagram of this apparatus is given in Fig. 2.16. The oscillator pro­
duces a voltage x( t ) = x0sinwt of which the amplitude XQ and the frequency f can be 
adjusted in the range of Ö­50 V r . m . s . and 0.001 to 1,000 c.p.s . respectively, and 
which excites the system under test. In addition, the oscillator produces two reference, 
signals sin ωί. and cos cot. The response of the system will be of the form: 

y ( t ) - x 0 | H ( j « ) , | sin{wt+ <P(o>)\ +n(t) . (2;8.) 

The term n(t) represents all noise components and harmonics excited in the system. 
The amplitude ratio |H | and phase angle ? can be determined by multiplying the res-
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ponse signal with sin ω t and cos ω t respectively, and by integrating the product over a 

time T, which is a whole number m of periods. Thus 

-y 
τ 

y( t ) s inwtd t , (2 .9 . ) 

0 

Τ 

B = _L / y ( t ) c o s w t d t , (2.10.) 

■il· 
0 

with 

rp 2ΤΓ 

T= m 

or 

Β 

Τ 
X0 1 ί 

= _ | H | cos? + - - / n ( t ) s i n w t d t , ' 2 .11 . ) 
2 T j 

0 

Τ 
x o 1 ί 

■ _ - . | H | sin</> + — / n ( t ) coscotdt . (2.12.) 
2 Ί] 

If the noise component n(t) contains harmonics of the input signal only, the integrals 
in the last two equations become zero.independent of the number m used in the equa -
tions. If other frequency components are present, the integrals will approach-zero for 
m—»oo. 
For large integration times it then follows that : 

4V¡T¿ 
s
0' 

H=—VA + B , (2 .13.) 

TD 

φτζ arctg­^­. :· ' 2 .14 . ) 

In the block diagram the multipliers and integrators are indicated. The output signal 

from the system passes a band­pass filter before going to the multiplier. The band­

pass filters remove from the signal d . c . , low, and high frequency noise. With this ap­

paratus it is possible to carry out frequency response measurements between any two 

points in a system. The point­to­point frequency response measurement is desirable 

when the response must be measured between two points I and Π, see Fig. 2.16, if the 
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system cannot be excited in either point. By means of a channel selector any combina­
tion can be chosen. In all the experiments to be reported the point-to-point method has 
been applied. The computers calculate the phase and amplitude ratio according to e-
quations (2.13. ) and (2.14. ) with respect to the reference signal. The in-phase and out-
of-phase components, equations (2.11.) and (2.12.) , can also be read. In the ratio de­
tector the amplitude ratio anaphase shift between the signals I and II is calculated. The 
integration time Τ can be adjusted between 0 and 1,000 seconds by means of the syn­
chronizer, which starts and stops the integration. It is also possible to use this appa­
ratus in combination with a magnetic tape system to calculate the frequency response 
between two recorded response signals from the system to a sinusoidal or ramp input. 
The calculating process is then started by a pulse from the magnetic tape recorder . 
The accuracy of the calculated phase angle is within ± 2° and that of the amplitude r a ­
tio better than .25 dB. The input impedance is 50 ΜΩ . 

ISAC noise correlator. 

The noise correlator ISAC (Instrument for Statistical Analog Computation), made by 
NORATOM (Norway), is a special purpose analogue computer and can be used in prac­
tical applications of statistical methods to problems in automatic control (T1). It can 
be characterized as follows: 

a. three electrical signals can be recorded simultaneously on a closed-loop magnetic 
tape in a frequency range of 0-200 c. p. s. Eight different tape speeds can be select­
ed while also the length of the closed loop tape can be changed; 

b . from the recorded signals, it calculates: 
1. the autocorrelation and the cross-correlation; 
2. the spectral power density and the amplitude density curves; 
3. the first order probability distribution functions; 
all computations are performed at the maximum tape speed; 

c. all calculations are performed automatically and the results presented graphically 
on an XY-recorder. 

In this program only autocorrelations, cross-correlations and spectral power density 
curves have been computed by this correlator. 
The autocorrelation is defined a s : 

Τ 

'Φ φ ( τ ) - l i m _L ƒ x( t )x( t+T)dt , (2.15.) 
XX rp. 

0 

where Τ is the sampling t ime, x(t) the signal and χ(ΐ+τ) the same signal but a time τ 
shifted with respect to x(t). The autocorrelation measures the degree of correlation 
within one signal and characterizes the sequence of values in a random function of t ime. 
The value of the autocorrelation at τ = 0 is equal to the total spectral power in the 
signal, presuming that the mean value of the signal is zero. 
The cross-correlation is defined a s : 

Τ 

lim / 
Γ-οο τ J 

<Pxy(T)=lim _ / x ( t )y ( t + r ) d t (2 .16.) 

0 

The cross-correlation expresses the degree of interrelationship between two random 
variables. 
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By a Fourier transformation of equation (2.15.) and (2.16.) the spectral power densi­
ty and the cross­power spectral density are obtained: 

spectral power density: 

Φ i f ) = l im 2 
xx r­*oo 

0 

m 

J XX (T)exp(­joT)dT (2.17.) 

cross­power spectral density: 

Φ (f ) = l im 2 ■y v (T)exp(­jor)dT (2.18.) 

The cross­power spectral density is a complex function of the frequency f. 

A block diagram of part of the system is given in Fig. 2.17. It shows the recording, 
playback, correlator and power spectrum sections of the apparatus. There are two 
magnetic heads, A and Β, either containing three channels interleaved. One head is 
fixed, the other is movable along a slide by a motor­driven spindle. Each input signal 
is recorded on two tracks on the tape,one by either head. The three input channels are 
identical. The input signal is applied to a d. c. amplifier followed by an effective low ­
pass filter. Pulse­frequency modulation is employed and the modulated signal is r e ­
corded on the tape loop as a square­wave current saturating the tape. 
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Fig. 2.17 Block diagram of the Noise Correlator. 
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The correlation fun etion s are obtained by integrating the product of the signals from the 
heads A and Β during one turn of the closed-loop magnetic tape. After integration, the 
result is automatically plotted on the XY-recorder. The integrator is reset to zero and 
the movable head is advanced one step and another computing cycle is automatically 
started. Every step of the movable head represents one value of the displacement time 
τ . The magnitude of each step is chosen at either 1 mm or . 25 mm, producing an ap­
parent time displacement of 3.18 msec or . 8 msec. The length of the total displace­
ment is 100 mm. The real t ime displacement equals the product of the apparent time 
displacement and the playback to recording speed ratio. 
The power density curve or the spectral power per unit bandwidth of a signal is not ob­
tained by a Fourier transformation of the autocorrelation, but by passing the signal t o ­
gether with that from an adjustable sweep oscillator through a narrow band-pas s filter. 
By squaring the output of this filter the power content at a certain frequency is obtain­
ed. 

The power density computations are used for establishing the onset of severe hydrau­
lic oscillations in a boiling channel. In some cases the correlation functions have been 
used for a characterization of particular phenomena. The ISAC has always been used 
in combination with the FM tape system mentioned before. 
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3. Experimental results 

3.1. I n t r o d u c t i o n 

In the following the results obtained in the experimental program are given. The pre­
sentation of the results is split up into three parts. In section 3.2. the characteristics 
in steady­state conditions of the naturally circulating coolant channel are dealt with. 
Then, in section 3.3. the onset and characteristics of hydraulic oscillations are des­
cribed. Next, in section 3.4., the results of the stability measurements using frequen­
cy response techniques are reported. Finally, the effect of a change in the water level 
on the results is discussed in section 3.5. 

Before starting a series of measurements, the following routine has to be adhered to; 

a. measuring the intensity of the 7­rays in the empty loop with positioned Thulium 
source; 

b. filling up the loop with demineralized water; 
c. deaeration of the multimanometer, subcooler, various pressure gauges and, sub­

sequently, readjusting the desired water level; 

d. measuring the intensity of the 7 ­rays in the filled loop: 
e. warming up the water with low electrical power on the heating element, and check­

ing on the proper elongation of the heating element; 

f. after the water boils and steam is blown off, degassing the loop at about 2 atmos­
pheres; condensed steam and air are taken off directly after the condenser; this 
procedure is continued until the temperature of the condensate is within a few de­
grees of the saturation temperature: 

g. approachinga steady­state condition fora preselected saturation temperature (sys­
tem pressure), subcooling and channel power. 

This whole procedure takes about two hours. 

For a given geometry, the hydraulic behavior of a natural circulation loop is basically 

determined by its independent variables: 

a. the total heat input, Q; 

b. the system pressure or the corresponding saturation temperature, Tga¿ ; 

c. the temperature at the inlet of the coolant channel T m or the corresponding sub­

cooling ΔΤ = Τ ­ T. . 
sub sat in 

The values of the saturation temperatures have been selected at 120, 160, 200, 220 
and 234°C for Test Section I and at 120, 200 and 234°C for Test Section Π. In Table 
3.1. the main physical data of steam and water at these saturation temperatures are 
given. The influence of subcooling on the hydraulic behavior has been traced systema­
tically at 200°C saturation temperature for both test sections. The channel power is a 
variable, which is either increased in steps of 5 or 10 kW, or modulated sinusoidally, 
after which measurements are taken. In all experimental series, the water level at the 
start was 4. 5 cm above the exit of the coolant channel. During operation, the water le­
vel read off the water level gauge placed at the top of the cylindrical part of the loop 
differed at most 3 cm from the initial value, depending on the prevailing conditions. It 
has been checked continuously if, owing to poor separation of the steam and water pha­
ses, steam was present in the downcomer (steam carry­under). This would result in 
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sat 
°C 

120 
160 
200 
220 
234 

Ρ 

ata 

2.03 
6.30 

15.86 
23.66 
30.68 

Ρ 

Ν 
m 2 

(xlO5) 

1.985 
6.180 

15.551 
23.201 
30.089 

ρι 

m3 

943.1 
907.4 
864.7 
840.3 
821.8 

Table 3 . 1 . 

Ρ 
s 

JES, 
m** 

1.122 
3.260 
7.857 

11.61 
15.04 

Nsec 

Physical data. 

" s 
Nsec 

m 2 m 2 

(xl0"6)(xl0"6) 

234 
172 
135 
125 
118 

13.40 
15.22 
17.00 
17.94 
18.63 

«1 
J 

(xlO0) 

503.5 
675.2 
851.8 
943.0 

1008.4 

H 
s 

J_ 
kg 

(xlO3) 
2704.2 
2756.5 
2793.7 
2803.4 
2805.5 

e 
Ρ 

J 
kg 

(xlO3) 

2200. 7 
2081. 3 
1941.9 
1860.4 
1797.1 

c 

J 
kg°C 
(xlO3) 

4.244 
4.334 
4.490 
4.612 
4.724 

[oTjsat 
Ν 

m 2 o c 
(xlO5) 

.0630 

.1575 

.3256 

.4441 

.5425 

lower circulation rates and higher exit void fractions, and might possibly precipitate 
the onset of unstable operation conditions. Observing the signals from the impedance 
void gauges 9, 10 and 11, see Fig. 2.4, might indicate that steam carry-under was hot 
present. 

3.2. S t e a d y - s t a t e q u a n t i t i e s 

3.2.1. Experimental procedure. 

By controlling the condenser and the subcooler in such a way that the heat removal 
from the loop is precisely compensated by the electrical power input, steady-state 
conditions were obtained. When the recordings of the saturation temperature T2 and 
the subcooling (T3 - T5) were indicative of a stable system, the following measure­
ments were made: 

a. measurement of the y -ray intensity; 
b. conductivity measurements with the impedance void gauges 0-7, see Fig. 2.4, us­

ing void gauge 8 as reference (see section 2.3. ); 
c. measurement of the pressure drop across the inlet of the channel and the differen­

tial pressure from the pitot-tube ( Δρ 1 - 2 and Δρ 1 2_ 1 3 respectively); 
d. measurement of the static .pressures along the channel (p2 to p ^ in Fig. 2.4); 
e. fluid temperatures and subcooling measurements; 
f. measurement of the heating power, current and voltage; 
g. measurement of the absolute system pressure and water level. 

From measurements (a) and (b), the volume void fraction was calculated with the aid 
of equations (2.1.) and (2.6.). It should be stressed that these void fractions represent 
values averaged as regards the cross-section as well as through time. They are the 
mean values of a very noisy signal. From the readings mentioned under(c)the circula­
tion rate, expressed in meters per second, was calculated using equation (2.7.) and 
the experimentally determined k-factor. The measured static pressures- (see sub d) 
were transformed into Newtons per square meter and, finally, the fluid temperatures 
and measured subcoolings (see sub e) were corrected for instrumental and calibration 
errors. No corrections were applied to the heating power and pressure. After the read­
ings had been taken, the heating power was increased by steps of 5 to 10 kW, and, when 
the process was found stable again, a new set of measurements at the same pressure 
and subcooling was carried out. This procedure was continued until flow oscillations 
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started or .a burn-out condition occurred. After that, a different pressure or subcool­
ing was adjusted and a new series made. A number of measurements was repeated as 
a check on the reproducibility. 

3 .2 .2 . Results. 

A prerequisite to an understanding of the dynamic behavior of a two-phase flow is an 
understanding pf the characteristics of a boiling water channel in steady-state condi­
tions. The performance of a natural circulation boiling channel must satisfy the equa­
tion : 

Σ ( Δ Ρ ) = 0 · (3 .1 . ) 

This equation states that the summation of the pressure drop around the closed loop, 
consisting of r i se r and downcomer, must be zero for steady-state flow conditions. In 
a differential element of length with a constant flow area, the overall pressure drop 
may be written as the sum of the frictional, acceleration and hydrostatic pressure drops 
of the mixture. 

Δρ= Δ ρ £ + Δ Ρ & + Δ ρ 1 ι ^ (3 .2 . ) 

A steady-state condition of the flow in the boiling channel is brought about by an equi­
librium of the three terms of equation (3.2. ) integrated over the r i se r and the downco­
mer to the effect that equation (3.1.) is satisfied. In evaluating the three terms in e-
quation (3.2.) , the earl ier mentioned volume void fraction a , defined a s : 

steam volume in Α Δ ζ 
a = lim - , (3 .3 . ) 

Δζ-«-0 volume of Α Δζ c 

plays an important role. (A = cross-sectional area ) 
C 

In steady-state conditions, extensive experimental series of measurements have been 
carried out to determine the natural circulation rate and the longitudinal void and p r e s ­
sure distribution as functions of the channel power, the saturation temperature (sys­
tem pressure) , the subcooling rate and of the hydraulic diameter. By measuring the 
longitudinal void and pressure distribution, more detailed information on the two-pha­
se flow characteristics is obtained. Results of these measurements are given in Figs 
3.1 to 3.13. In the following, these results will be discussed. 

Recirculation ra te . 

In Fig. 3.1 results are given of the measured water circulation rate as function of the 
c h a n n e l p o w e r at various saturation temperatures for Test Section I. As is shown, 
there is a maximum in the circulation rate versus channel power curve. At low power 
the driving head (Δρ^ in equation 3.2.) increases as a result of the increase in void. 
This produces the rising part of the curve. At high channel power the two-phase fric­
tion and acceleration-pressure drops(Apf and Δρ& in equation 3.2.) become progres­
sively more important (the two-phase friction-pressure drop increases roughly with 
(1- a ) )resulting in a decrease in the circulation rate with increasing channel power. 
At the maximum, an incremental increase in channel power causes the frictional and 
acceleration losses to increase by the same amount as the driving head. At high sys­
tem pressures the maximum in the circulation rate shifts to higher power levels, whi-
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Fig. 3.1 The circulation rate as a function of channel power for various system 

pressures , Test Section I. 

le the maximum becomes flatter and the slope of the recirculation rate versus channel 

power curve less steep. 

As can be concluded from Fig. 3 . 1 , there is a maximum in the circulation rate in de­

pendence of s y s t e m p r e s s u r e at low channel powers too. Results of earl ier expe­

riments, in which the system pressure was varied systematically at constant channel 

power, demonstrated this phenomenon more clearly, as appears from Fig. 3.2. At 

high saturation temperatures, i . e . high system pressures , the driving head decreases 

with increasing temperature owing to the decreasing void fraction. This results in a 

decreasing circulation ra te . At low saturation temperatures, the subcooled region, de­

fined as the region where the average bulk liquid temperature is below the local satu­

ration temperature, increases with decreasing temperature, since the influence of the 

pressure difference between top and bottom of the coolant channel due to the hydrosta­

tic head, becomes more significant. The driving head and hence the circulation rate 

will, therefore, decrease with decreasing pressure . This is confirmed by the results 

of recirculation calculations (S2). At high channel power this effect is likely to disap­

pear. 

The influence of s u b c o o l i n g on the circulation rate for Test Section I is shown in 

Fig. 3 .3 . With increasing subcooling, the circulation rate decreases while the maxi­

mum circulation rate shifts to higher power levels. This is a direct result of the in­

crease in the length of the subcooled region and the decrease in void fraction in the 

channel with subcooling. At high channel powers, the circulation rate becomes very in­

sensitive to changes in the inlet­water temperature. The power dissipated in the sub­

cooler is then but a small fraction of the total channel power supplied. At very high 
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subcooling ra tes , on the other hand, the influence of channel power on the circulation 

rate becomes quite small. 

The influence of the operating conditions on the circulation rate for Test Section II, with 

a h y d r a u l i c d i a m e t e r of 25. 03 mm as compared to 16.16 mm for Test Section I, 

is shown in Fig. 3.4. The most noteworthy effect of increasing the hydraulic diameter 

is the increase in circulation rate at a fixed operating condition. For instance, the ma­

ximum circulation ïa te at 120 C is increased from .86 m/sec (Test Section I) to 1.1 

m/sec (Test Section H) and at 234 C from 1.15 m/sec to 1. 38 m/ sec . An analysis of 

this effect can only be obtained by studying the equations describing the performance 

of a boiling channel. 
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Fig. 3.4 The circulation rate as a function of channel power for various system 

pressures and subcoolings, Test Section Π. 

Void fraction. 

In Figs 3. 5 to 3. 7, the influence of the operating conditions and of the hydraulic diame­

ter on the void fraction near the exit of the heated part of the coolant channel, i . e . at 

the position where the Thulium source and the impedance gauge 1 are situated (see 

Fig. 2.4) is given. It can be shown that in first approximation, α / ΐ - α is proportio­
nal to the c h a n n e l p o w e r , which explains the decreasing slope of the void fraction 
vs power curves with increasing channel power. 

An increase in p r e s s u r e results in a decrease in void fraction, which is largely due 
to the increase in density per unit volume of steam. This effect is most significant in 
the low pressure range. 

The effect of s u b c o o l i n g at constant pressure is to decrease the void fraction. A-
gain, the effect of subcooling becomes smaller at high channel power. The decrease in 
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void fraction is a direct result of the increase of the subcooled region. The suggestion 
made by some authors that the influence of subcooling may be found by a horizontal 
shift of the curves in the void fraction­channel power plane to an amount equal to the 
heat removed in the subcooler is only true as a rough approximation for low subcool­
ings in the case of the presented results. An accurate evaluation of the effect of sub­
cooling can be obtained only by properly using the basic equations. 

An increase in h y d r a u l i c d i a m e t e r at a given power input, results in a decrease 
in void fraction, see Fig. 3.7, that is mainly due to the large difference in inlet mass 
flows for the two test sections. 

In considering the Figs 3. 5 to 3.7 and also the figures to be presented yet, it must be 
kept in mind that a change in one of the independent variables results in a change in 
void fraction and circulation rate as well. However, a change in the circulation rate, 
in its turn, is effecting the void fraction. A variation in void fraction with a change in 
one of the independent variables as given in the figures, is, therefore, influenced by 
the accompanying change in circulation rate. 
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Longitudinal distributions. 

At all the operating conditions indicated by the measuring points in Figs 3.1 to 3.7, the 
longitudinal distribution of the void fraction and the static pressure have been measur­
ed too. It is hardly feasible to report all the data of these measurements here. There­
fore, only a few results will be presented, showing the influence of the operating con­
ditions and geometry. The bulk of the data will be reported in tabular form elsewhere. 
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Measured l o n g i t u d i n a l void d i s t r i b u t i o n s for various operating conditions 

are shown in Figs 3. 8 to 3.11. On the horizontal axis the location of the various void 

gauges is indicated, hi every curve is indicated at what location saturated conditions 

Fig. 3.8 The longitudinal void fraction distribution for various channel powers, 
Test Section I. 
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for the bulk fluid are reached, i .e . where the bulk water temperature equals the local 

saturation temperature. These positions were calculated from a heat balance, taking 

into account hydrostatic effects (the effect that the saturation temperature changes a­
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long the channel), and the formation of steam in subcooled conditions, see chapter 4. 
All the curves have been extrapolated, (indicated by broken lines, in Figs 3.8 to 3.11) 
to the position where, according to Bowring (Bll), subcooled boiling starts and the 
bubbles formed at the surface of the heated wall detach from the wall into the fluid. 
In the bulk boiling region, the curves show the same behavior as the curves for the exit 
void fraction; the slope decreases with increasing distance. At the position where sa­
turated boiling s tar ts , an appreciable amount of steam is present already, in some 
cases even more than 50% void. This indicates that subcooled boiling has to be taken in­
to account in performance calculations of boiling channels. As is shown in Figs 3. 8 to 
3.11, boiling starts directly at the inlet of the test section, except at high subcooling 
ra tes . The influence of the channel power, system pressure , subcooling and hydraulic 
diameter on the longitudinal void distribution and on the onset of saturated boiling is ob­
vious. Any increase in channel power and inlet temperature and any decrease in satu­
ration temperature and hydraulic diameter will cause an increase in local void fraction. 
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Examples of l o n g i t u d i n a l p r e s s u r e d i s t r i b u t i o n s are shown in Figs 3.12 

and 3.13. On the horizontal axis the location of the various pressure tappings is indi­

cated. The difference between the static pressure along the r i se r and the pressure 

measured at the pressure tapping 1 at the bottom of the downcomer is plotted vertical­

ly. These pressure differences were read from the multimanometer and transformed 

into Newtons per square meter . The locations where saturated boiling s tar t s , are in­

dicated. It should be mentioned that the manometer compares the sum of the static p r e s ­

sure in the boiling channel and the pressure head of the water­column in the connecting 

tube for the different locations. 
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Looking at the curve of 49 kW channel power in Fig. 3.12, the decreasing static p res ­
sure difference with the increasing distance from the bottom of the channel indicates 
that the larger part of the pressure losses is formed by the friction and acceleration 
contributions and that only a small amount of steam is present. Just where the location 
of the start of saturated boiling is passed, the static pressure difference is increasing 
again owing to the buoyancy effect of the excess steam formation. At higher channel po­
wers this effect is more pronounced as appears from Fig. 3.12. The highest pressure 
tapping, indicated by P^n» is located near the outlet of the r i se r . Beyond that location, 
the two-phase fluid is subject to expansion resulting in apressure increase or decrease 
depending upon the prevailing conditions. By adding to p^o the difference of pressure 
across the expansion and the pressure losses in the downcomer, the value of the p r e s ­
sure at the location P-̂  is obtained again. At very high channel powers, the void frac­
tion and hence the hydrostatic head at the upper part of the boiling channel does not 
change very much. The friction losses continue to increase owing to the increasing 
steam mass flow. This results again in a decrease in difference of pressure (pn - pi) 
as the distance from the bottom increases. 
In Fig. 3.13, the influence of the system pressure and subcooling at an approximately 
constant channel power is shown. At low pressures and no subcooling, the steam for­
mation and the void fraction start to increase very sharply which results in an increase 
in difference of pressure directly at the beginning of the heating element. At a subcool­
ing of 8. 5 C, there is already an appreciable region where no steam is formed. In both 
figures the values of the pressure for 200 C are indicated, which must be added to the 
measured pressure differences in order to obtain the actual values of the static p r e s ­
sure with respect to p , . The indicated figures were calculated from the height of the 
water-column in the connecting tubes. 
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In this section, results were given of measurements characterizing the steady-state 
performance of a naturally circulating boiling channel. An attempt was made to plot the 
presented results in terms of non-dimensional quantities for the heat load, subcooling, 
pressure and for the dependent quantities. Although the non-dimensional parameters 
derived by Van der Walle (V4) are similar to those derived by Silver (S7) and Haywood 
(H2), the use of these parameters in plotting the experimental results was not success­
ful. The divergence of the different curves was even increased. Therefore, the results 
have been given so far in the form of raw data. 

3.3. H y d r a u l i c o s c i l l a t i o n s 

3.3.1. Signal observations. 

Spontaneous oscillations in naturally circulating boiling water loops have been observ­
ed by several investigators, (B12), (Fl) and (LI). In carrying out the steady-state 
measurements presented before, also different types of flow oscillations appeared, al­
though the independent quantities as channel power and condenser and subcooler heat 
removal were constant. Beside severe oscillations in water level, pressure and flow 
rate caused by a poor steam-water separation, which were overcome by removing the 
separator, it was possible to distinguish three types of oscillations having a frequency 
of roughly . 03, 1.0 and 15.0 c .p.s . They will presently be described in the following. 
A systematic research has been carried out as regards the oscillations of intermedia­
te frequency only. 

a. Low frequency oscillations. 

Slow oscillations of a period of about 20-40 sec have been observed under particular 
operating conditions in the subcooling temperature T2^ - Tgjj (Fig. 2.4), which was 
recorded continuously. By making recordings of the saturation temperature and the in­
let temperature separately, it appeared that the oscillation in subcooling could be at­
tributed mainly to saturation temperature oscillations. Observing the signals from o-
ther physical quantities revealed that the flow characteristics changed so slowly that 
quasi steady-state flow conditions prevailed in the boiling water loop. The fluctuations 
in pressure, saturation temperature, subcooling and mass flow rate were roughly in 
phase. It was found possible to influence period and amplitude of the oscillations by 
changing the adjustment of the PID controller of the condenser. It has, however, been 
checked that similar oscillations were also present without controller, and it was evi­
dent that these should not be ascribed to the automatic control system. 
In Test Section I, these oscillations were only observed at a pressure in excess of 15 
atmospheres. At 200°.C for instance, they started at about 200 kW (well beyond the 
maximum in the circulation rate vs channel power curve) and the amplitude in subcool­
ing temperature was about .2°C. At 234 C, the slow oscillations startedat 240 kW 
with the same amplitude. 
In Test Section Π, the slow flow oscillations have been observed at all of the three se­
lected saturation temperatures and they had a more severe character. For instance, 
at 200°C, they started at a power level of 240 kW with a period of 35 seconds and an 
amplitude of ,7°C in subcooling. A systematic influence of subcooling appeared evident. 
Going from . 7 to 20°C subcooling, the power level at which oscillations started in­
creased from 240 to 340 kW whilst the oscillation period was shortened from ,35 to 18 
seconds. At higher pressures, the fluctuations started at higher power levels while the 
amplitude of the subcooling fluctuations increased to about 1.2°C. 
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Increasing the power level sometimes caused the oscillations to stop and in other cases 
to mix themselves with the 1 c . p . s . oscillations, by which the latter appeared modu­
lated in character . 
These slow oscillations might be similar to the pressure drop oscillations measured 
by Stenning (S8) ina forced circulation system, and which were ascribed to a decreas­
ing pressure drop across the test section with increasing mass flow. The pressure 
drop characteristics of a coolant channel will be discussed in chapter 4. 

b . Oscillations of intermediate frequency. 

By increasing the channel power at constant saturation temperature and subcooling, 
severe hydraulic oscillations with a period of about 1 second have been observed in the 
mass flow ra te . In Fig. 3.14, recordings are reproduced of the signal from the diffe­
rential pressure gauge connected to the pitot-tube: These recordings have been made 
in preliminary tests with a test section similar to Test Section I. Three series of r e ­
cordings for different system pressures are shown. In each series the channel power 
is increasing from the top to the bottom of the figure. For each single ser ies , the sen­
sitivity of the differential pressure gauge is constant, so that the recordings can direct­
ly be compared with each other. The output voltage of the pressure gauge has been 
translated into Newtons per square meter, using the manometer readings of the pitot-
tube. 
By increasing the. channel power, the average differential pressure decreases, which 
is in agreement with the character of the circulation rate vs channel power curve as 
given in Fig. 3 . 1 . By increasing the power from 87 to 90 kW at 120°C saturation tem­
perature, the onset of spontaneous flow oscillations can be observed. The frequency of 
these oscillations is about 1 c . p . s . while the amplitude is roughly 5 times larger than 
the average value at low power level. Furthermore, it can be concluded from Fig. 3.14 
that at this low system pressure flow reversal is present. At 200°C saturation tempe­
rature the oscillations start at a higher power level, while they develop more gradual­
ly once the power is increased. Furthermore, the amplitude is smaller and the flow 
rate periodically drops to zero, but does not reverse . At even higher pressure (234°C 
saturation temperature), the flow maintains a positive value. 

Not only was it possible to observe the flow oscillations in the signal from the pitot-tu­
be, but also in signals from other physical quantities, such as system pressure , void 
fraction, temperature, etc. These oscillations will be the subject of a more detailed 
discussion in the following sections. 
In some cases these flow oscillations were superimposed on the low frequency oscilla­
tions, and thus revealed a modulated type of signal with bursts of oscillations. By fur­
ther increasing the channel power, this modulated character was made to disappear and 
only the intermediate frequency oscillations remained. All runs were continued until 
the signal from the burn-out detector switched off the power supply to the heating ele­
ment. 

By carrying out the experimental series with Test Section I at 220°C saturation tempe­
ra tu re , a further phenomenon was observed. During the approach to burn-out and whi­
le the flow quantities oscillated with a frequency of about 1 c . p . s . , the oscillations in 
the absolute pressure and saturation temperature changed from 1 c . p . s . to about .5 
c .p . s. This occurred at a channel power of 230 kW. At 234°C saturation temperature , 
the absolute pressure and saturation temperature started to oscillate at 230 kW with a 
frequency of about .5 c .p . s. »whereas the signal from the pitot-tube showed no oscil­
lation. By increasing the channel power to 240 kW, bursts of oscillations with a f re­
quency of about 1 c . p . s . were observed in the pitot-tube signal. 
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Fig. 3e 14 Recordings of the signal from the pitot­tube 
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Fig. 3.15 Recordings of the signals from the absolute pressure gauge 

and the pitot­tube at high pressure for Test Section I and Π. 

A similar effect was exhibited in the experiments with Test Section Π. At a saturation 

temperature of 234°C and 270 kW channel power, regular oscillations in absolute p r e s ­

sure were observed with a frequency of .5 c . p . s . Until burn­out, the signal from the 

pitot­tube showed no oscillations. 

Some recordings of the signal from the pitot­tube and absolute pressure are given in 

Fig. 3.15. They show the existence of .5 c . p . s . oscillations in absolute pressure , 

while the pitot­tube shows no oscillations or oscillations with a frequency of 1 c . p . s . 

The phenomena were reproducible. It has been checked that these oscillations were not 

induced by the electronic apparatus. No logical explanation of the cause of these oscil­

lations has as yet been brought forward. 

c. High frequency oscillations. 

In observing and analyzing the steam­void fluctuations in the coolant channel, it was 

noted that fairly regular oscillations of a high frequency wer e present in the output s ig­

nal of the various impedance gauges. The variation in output signal corresponds to void 

changes as large as 20% void. In Fig. 3.16 the autocorrelation and the spectral power 

density (equations (2.15.) and (2.17.)) are given on an arbitrary linear scale of the 

signal ­from the impedance void gauge 5, located in the bottom part of the r i s e r . Both 

were computed by the ISAC noise correlator. From these curves it can be concluded 

that, apart from random noise, fairly regular variations are present in the steam­void 

in the range of 14 to 18 c . p . s . 
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In (Gl) Griffith correlated the void fraction data reported by this University (SI) which 
were obtained from experiments with a test section having a geometry similar to Test 
Section I. He used an expression for slug flow density, which applies to low inlet velo­
cities, low qualities and low heat fluxes, hi a personal communication, Griffith stated 
that the slugs he assumed to be present in the Eindhoven loop should follow each other 
with a frequency roughly between 15 and 20 c.p. s . , concordant with the observed fre­
quency in the steam-void. On the other hand, it will be shown in chapter 5 by a theore­
tical study that instabilities in flow may develop with frequencies of about 12 c .p .s . 
Therefore, more research is needed to define the characteristics of the observed high-
frequency oscillations in steam-void. 
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Fig. 3.16 High frequency void fluctuations, Test Section I. 

3.3.2. The onset of hydraulic oscillations. 

Systematic research has been carried out into the onset of severe hydraulic oscillations 
in the intermediate frequency range, which can be expected to occur and have been ob­
served in the fuel channels of a boiling water reactor. In literature, this type of insta­
bility is usually referred to as hydrodynamic instability. There is a great need for sys­
tematic data on the occurrence and character of such hydrodynamic instabilities, but 
little systematic experimental information has been reported so far. Furthermore, the 
onset of flow instabilities is often only roughly indicated and is not uniformly defined. 

In an attempt to obtain a systematic analysis of the onset of hydraulic oscillations in 
dependence of the operating conditions and geometry, recordings have been made on a 
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Fig. 3.17 Autocorrelations and spectral power densities of the Δρ inlet signal. 
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FM­magnetic tape of the fluctuating part of the signal from the differential pressure 

gauge connected to the pressure tappings 1 and 2 (Fig. 2.4), indicating the variations 

in pressure loss and thus mass flow rate at the inlet of the coolant channel. From the­

se recordings, the autocorrelation and spectral density curves (equations 2.15. and 

2.17.) have been computed with the special purpose analogue computer ISAC or with a 

digital computer using the earlier mentioned computer program (Al). For the latter 

possibility, the recorded signals were converted into digital data and stored on a paper 

tape. In the digital computer program, the power density was computed from the au­

tocorrelation by a Fourier transformation. 

In Fig. 3.17, an example is given of computed autocorrelations and spectral power 

densities for a constant system pressure and subcooling temperature, but varying chan­

nel power. The conditions correspond to those of Fig. 3.14 at 200°C saturation tempe­

rature . The plotted normalized autocorrelations are defined as : 

*n<') = — ■ · (3.4.) 
φ(τ=0) 

The normalized autocorrelation function of a random noise signal will s tar t at unity 

and decay to zero monotonically. The autocorrelation of a periodic function will be pe­

riodic. The autocorrelation curve at 50 kW channel power shows that almost only ran­

dom noise is present in tne signal. When the channel power is increased, fairly regu­

lar oscillations appear in the noise. At 201 kW, only regular oscillations are present 

with a frequency of 1 c . p . s . The same behavior is demonstrated by the power density 

curves. At low channel power, the power of the signal is distributed over a certain 

frequency range. At higher channel powers, the power of the signal becomes ultimate­

ly concentrated into a single discrete frequency. In the autocorrelation curves and in 

the spectral power density curves a slight increase of the frequency of the oscillations 

with channel power can be observed. 

The area under the peak in the power density curves at the resonance frequency has 

been measured. By extracting the square root of the measured value, the root mean 

square value of the fluctuating part in the relevant narrow frequency band is obtained. 

By using the calibrations performed, this value can be translated into fluctuations of 

the differential pressure across the inlet expressed in Newtons per square meter . 

These values are plotted as a function of channel power for the various saturation tem­

peratures and subcoolings in Figs 3.18 and 3.19 respectively. 

The onset of severe hydraulic oscillations is clearly demonstrated in Figs 3.18 and 

3.19. For comparison, the steady­state value of the differential pressure across the 

inlet at the maximum in the relevant circulation rate vs channel power curve (Figs 

3 . 1 , 3.3 and 3.4) is also given. Wherever the signal revealed a modulated character 

(bursts of oscillations), it is indicated. The channel power was increased step by step 

until the burn­out detector switched off the power. 

The influence of s y s t e m p r e s s u r e on the onset of hydraulic oscillations is given in 

Fig. 3.18. As is shown, the fluctuations in the pressure drop across the inlet at a sa­

turation temperature of 120 C are as large as 6 times the value ever obtained in s tea­

dy­state conditions. At this temperature it is not difficult to determine the channel po­

wer at which hydraulic instabilities start . At a channel power of 65 kW, the fluctua­

tions in pressure drop increase sharply. The system pressure has a stabilizing effect 

in that sense that, at higher pressures , severe oscillations start at higher channel po­

wer. Moreover, at higher system pressures , the onset is not sharply defined. There 
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_ Channel power,kW 

Fig. 3.18 The influence of system pressure on the onset of hydraulic instabilities, 
Test Section I and Π. 

250 300 350 
channel power, kW 

Fig. 3.19 The influence of subcooling on the onset of hydraulic instabilities, 
Test Section I and Π. 
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is hardly any abrupt change from stable into unstable operation as a result of a single 
incremental power change, but a steadily growing lack of stability is observed over a 
range of power inputs. The designer of nuclear reactors must decide what fluctuations 
should be tolerated and up to how far in the region of flow oscillations, operation is 
permissible. 

At low subcoolings, the effect of increased s u b c o o l i n g upon the onset of severe hy­
draulic oscillations is opposed to that at high subcoolings, as is shown in Fig. 3.19. 
At low subcoolings, an increase in subcooling precipitates the onset of large flow os­
cillations. At high subcoolings an increase in subcooling postpones the onset of large 
flow oscillations. For instance, at 43°C subcooling for Test Section I, severe hydrau­
lic oscillations occur at about 250 kW channel power, compared with these oscillations 
starting at about 160 kW for. 7°C subcooling (in either case at 200°C saturation tempe­
rature). On the contrary, at a subcooling of 11.0°C the oscillations start at about 145 
kW channel power. This remarkable effect of subcooling has been reported by Styriko-
vich (S9) also, but any systematic data were lacking. It can only be explained by analyz­
ing the equations governing this phenomenon. As a first approximation, it can be stated 
that the observed hydraulic oscillations occur only at a high value of the void fraction 
at the exit of the channel. Any increase in pressure and subcooling, or both, therefore, 
have a stabilizing effect. The destabilizing effect of subcooling is possibly caused by 
the increase in subcooled region, which will result in longer transport times and pha­
se lags in the circuit. This destabilizing effect is predominant at low subcoolings. 

The increase in h y d r a u l i c d i a m e t e r has a stabilizing effect. The occurrence of 
severe hydraulic oscillations in Test Section Π at a particular operating condition of 
pressure and subcooling has been shifted to higher channel powers compared with Test 
' Section I. With Test Section II, the inverse effect of increased subcooling at low and 
high subcoolings is even more clearly demonstrated, see Fig. 3.19. 

In Table 3.2., the channel powers are given at which the flow fluctuations start to in­
crease sharply. These channel powers were obtained by extrapolating linearly the slow­
ly and sharply increasing parts of the relevant curve and by taking the intersection of 
the two lines as the point of onset of instability. Other definitions of the onset of insta­
bility are certainly conceivable. For instance, by assuming that, roughly speaking the 
noise would increase almost linearly with the channel power, the instability threshold 

'could be defined as the channel power at which the amplitude of the regular oscillations 
deviate by more than a specific percentage from the linearly increasing noise. It has 
been checked, by inspection of the recordings, that the assumed point of instability a-
greed with the channel power where regular oscillations showed up in the recordings. 
In the table, the frequency of the oscillations at various channel powers and the chan­
nel powers where a burn-out condition was detected, are also given. The frequencies 
were obtained from the autocorrelation curves. 
As maybe concluded from this table, the frequency of the oscillations decreases mono-
tonically with increased subcooling. Also the frequency tends to increase with increas­
ing channel power, especially under conditions where there is a large difference in sa­
turation temperature and water temperature at the inlet of the channel, 1. e. at the lo­
west system pressure and in the series with subcooling. This seems to suggest that the 
frequency of the oscillations and the length of the subcooled region are somehow linked 
up. 
The range of channel powers in which oscillatory operating is possible until burn-out 
occurs, is narrowed with increased pressure. With Test Section Π burn-out occurred 
at a saturation temperature of 234°C before fluctuations in the flow started. 

73 



-a Table 3.2. Conditions at instability threshold and burn­out 

T e s t Section I 

Τ 
o sa t 

120 

160 

200 

220 

234 

* Val 

U=Un¡ 

S = Sta 

o A T s u t 
C 

. 2 

. 0 

. 7 

6 .3 

8 .5 

11.0 

16 .0 

4 3 . 0 

. 9 

. 8 

Q 

kW 

67 

130 

135 

170 

160 

180 

225 

160 

220 

150 

215 

150 

195 

205 

170 

210 

213 

240 

252 

210 

250 

250 

260 

275 

f 

c . p . s . 

. 6 2 

. 8 3 

1.00 

1.00 

. 9 3 

. 9 5 

. 9 1 

. 7 7 

. 8 5 

. 70 

. 8 2 

. 60 

. 70 

. 7 0 

. 5 1 

. 6 3 

. 6 5 

. 3 1 

. 3 1 

.98 

. 9 3 

. 9 3 

. 8 5 

.87 

V 
kW 

65 

125 

162 

151 

148 

145 

159 

248 

204 

250 

Ob. o. 
kW 

130 

170 

225 

220 

215 

205 

213 

255 

250 

275 

v* 
m / s e c 

. 5 5 

. 5 9 

. 8 5 

. 9 0 

. 8 7 

. 8 7 

. 8 4 

. 7 1 

. 8 3 

.80 

χ * 

.047 

.087 

.102 

. 0 8 1 

.076 

.069 

.070 

.078 

. 140 

.199 

ues of V and χ a t ins tabi l i ty th reshold channel f 

stable conditions »periodic flow osc i l la t ions a t b . o 

ble conditions,ηο flow osc i l la t ions a t b . o . , 

r e ­

m a r k s 

U 

U 

υ 

υ 

υ 

υ 

υ 

υ 

υ 

υ 

tower,Q 

l o c a ­
t ion 

b.c. 

T 

T' 

T 

T 

T 

B ? 

B ? 

T 

T 

i.t.' T 

B 

T e s t Section Π 

T 
o sa t 

C 

120 

200 

234 

ΔΤ ν 
ο sub 

C 

. 4 

. 7 

5 .6 

10 .5 

15.6 

21 .0 

1.0 

6 .0 

11.0 

Q 

kW 

125 

180 

320 

355 

370 

324 

340 

350 

370 

300 

315 

325 

335 

345 

340 

350 

355 

365 

375 

465 

f 

c . p . s . 

. 7 2 

. 8 0 

1.14 

1.12 

1.12 

1.00 

. 9 4 

. 9 2 

.87 

. 7 5 

. 7 5 

.77 

. 7 4 

. 7 3 

. 6 3 

. 6 3 

. 5 5 

. 5 5 

. 56 

.78 

Q i . t . 
kW 

125 

345 

330 

308 

326 

345 

Qb .o . 
kW 

187 

380 

370 

345 

350 

375 

430 

460 

465 

v* 
m / s e c 

. 8 2 

.99 

1.10 

1.12 

1.07 

1.03 

1.09 

1.08 

1.09 

X* 

.040 

.104 

.086 

.065 

.062 

.060 

.144 

.140 

.129 

r e ­

m a r k s 

U 

D 

U 

U 

υ . 

υ 

s 
M 

D 

l o c a ­

t i o n h o 

T 

T 

T 

T 

B 

B 

T 

T 

T 

= Top half of heating e lement , M = B u f s t s of osc i l la t ions a t b . o . , 

=Bot tom half of heating e lement , D = Divergent osc i l la t ions a t b . o . 



3.3.3. Characterization of the hydraulic oscillations. 

To obtain more detailed information on the character of the hydraulic oscillations in 
the intermediate frequency range, some additional recordings have been made and so­
me further experiments have been carried out. 

In Figs 3.20 and 3.22, recordings are given from various physical quantities measur­
ed during unstable flow conditions in the coolant channel. As a rule, the inlet flow os­
cillations are measured primarily in experiments on hydrodynamic instability. The 
void fraction oscillations, are of importance as well, since these oscillations produce 
oscillations in the nuclear power of a reactor. The behavior of the steam-void in the 
boiling channel of Test Section I is shown in Fig. 3.20 at a saturation temperature of 
200°C and a channel power of 160 kW. Recordings of the signal from the various impe­
dance gauges for three different subcoolings, but at constant channel power and system 
pressure are given together with a recording from the differential pressure gauge con­
nected to the pitot-tube. For each void signal, the zero value is indicated. The scale 
for the void indicated for void gauge 1 is roughly linear. The same scale holds good for 
all void signals. Though the mass flow at the inlet (i. e. the differential pressure from 
the pitot-tube) at a subcooling of . 5°C exhibits oscillations of a modulated character, 
the void is oscillating only in the lower part of the channel; only the lowest void detec­
tor gives evidence of any void oscillations. As mentioned before, the stability of the 
system will deteriorate as subcooling is increased. The modulation of the mass flow 
disappears at a subcooling of 3°C and the void shows oscillations with a longer period 
over a substantial part of the boiling channel. The void oscillations are now maximal 
at void gauge 6, and hence not at the bottom of the channel. This location corresponds 
approximately with that where saturated boiling, as calculated from a heat balance, 
starts. By further increasing the subcooling to 9. 5°C, the maximum in void oscilla­
tions shifts to the location of void gauge 5. The void near the exit of the channel is now 
likewise oscillating with a small amplitude. A study of similar recordings made at a 
saturation temperature of 120°C demonstrated that the fluctuations in steam-void at the 
exit of the channel remained small, even in the case where flow reversal occurred. 

When one compares the signals under the last operating condition, a phase shift of 
roughly 180° can be observed between the oscillations in void at the bottom and the 
top. Furthermore, there is a difference of phase of 180° between the oscillations in 
mass flow and the steam-void at the bottom. These results have been confirmed by 
theoretical calculations, see chapter 5. 
The latter effect has also been observed visually in the atmospheric boiling water loop, 
in which also spontaneous flow oscillations occurred. Some photographs made of these 
oscillations are shown in Fig. 3.21. When steam forms at the bottom of the channel, 
the signal from the differential pressure gauge across the inlet has a low value, indi­
cating a low mass flow. After their formation, the bubbles agglomerate into large bub­
bles and sometimes slugs are formed. They flow to the exit of the channel, which is 
subsequently replenished with water at a high mass flow rate. During the agglomeration 
a flow reversal was observed. The whole phenomenon had an explosive character. 

In Fig. 3.22, recordings are shown from other sensors for Test Section Π at a satura­
tion temperature of 120°C and a channel power of 135 kW. The signals of the differen­
tial pressure from the pitot-tube and the pressure tappings 1 and 2 are roughly in pha­
se, indicating that the pressure losses owing to acceleration of the mass of water mov­
ing between the pressure tappings 1 and 2 are small. The oscillations in absolute sys­
tem pressure, measured at the bottom of the downcomer, are very small and corres­
pond to variations in saturation temperature of ,4°C. This means that the variations 
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Fig. 3.20 Recordings of the signals from the various void gauges and 
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in subcooling shown are mainly variations in the inlet temperature of the channel in 
contrast to the low-frequency oscillations, see section 3 . 3 . 1 . The signal from the burn­
out detector oscillates also, which indicates alternate overheating of the top and bottom 
halves of the heating element as the flow varied. Although the recordings have been 
made simultaneously, one has to take care of the dynamic characteristics of the sen­
sors , particularly of the thermocouples and heating element in comparing the recor ­
dings with each other. 

In order to provide a check and additional information on the opposed effect of decreas­
ing the inlet temperature at low and high subcooling rates , recordings have been made 
of the signal from the differential pressure of the pitot-tube at three system pressures 
for various subcooling rates . These are shown in Fig. 3.23 (Test Section I). 
At a saturation temperature of 120 C (system pressure 2.03 ata) increased subcooling 
has a stabilizing effect on the flow oscillations. There is a steady decrease in the am­
plitude of the flow oscillations with increased subcooling. At a saturation temperature 
of 200°C the opposite effect is shown. An increase in subcooling from . 5°C to 6. 5°C 
has a destabilizing effect. The amplitude of the oscillations has increased. Any further 
increased subcooling has a stabilizing effect and ultimately the signal from the diffe­
rential pressure of the pitot-tube no longer shows any regular oscillations. At a satu­
ration temperature of 234°C, the effect of subcooling is even more clear. An increase 
in subcooling from 1 to 10 C has a large destabilizing effect on the flow stability. At a 
subcooling of 17. 5°C the flow becomes stable again. It can be concluded from these ex­
periments that, at low system pressure, the subcooling has only a stabilizing effect. At 
high system pressure , the destabilizing effect becomes predominant. 
It is pointed out that in these experiments the subcooling is defined as the difference 
between the saturation temperature above the water surface and the inlet temperature 
of the r i se r . In fact, the subcooling is larger, owing to the higher saturation tempera­
ture at the inlet of the channel, which results from the hydrostatic head. This effect is 
largerat lower pressures , because the fact that at lower pressures the saturation tem­
perature changes more as a function of local pressure than at higher system pressures . 
For instance at 120°C saturation temperature 3. 5°C must be added to the subcooling 
mentioned in the various figures to arrive at the local value. At 200 and 234°C satura­
tion temperature, this is only .6 and .4°C. This effect may overshadow the destabiliz­
ing influence at the lowest system pressure . 

A comparison was made between the onset of flow instability obtained from the root 
mean square values of the pressure loss across the inlet and those from other physical 
quantities, such as the differential pressure from the pitot-tube and the void fraction. 
The curves with exception of those from the absolute pressure and the inlet subcooling 
showed the same behavior and resulted in the same channel power at which instabilities 
started within + 2% of the determined value. 
The different behavior of the absolute pressure has already been mentioned, see sec­
tion 3 . 3 . 1 . Also the recordings from the inlet subcooling demonstrated another beha­
vior. This is shown in Fig. 3.24, in which the fluctuations in subcooling are plotted as 
functions of the channel power for different saturation temperatures for Test Section I. 
As is shown at 120°C saturation temperature, large oscillations in subcooling are p re ­
sent at the very start of the flow oscillations. Even some superheat is building up. At 
160 C, these oscillations in subcooling start about 10 kW later than the onset of the 
flow oscillations, and at 200 C about 20 kW later. At the highest saturation tempera­
tures, no oscillations in inlet temperature were observed. The conclusion is that the 
inlet temperature starts oscillating only once the flow oscillations are fully developed 
and have obtained an appreciable amplitude. Fig. 3. 24 has been made from recordings 
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Fig. 3.23 
Influence of subcooling on the hydraulic 
instabilities, Test Section I. 
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on a mV compensation recorder. Owing to the frequency response characteristics of 
the thermocouple at the inlet and of the recorder, actually the fluctuations might be 
somewhat larger . 

200 250 300 
— » . channel power, kW 

Fig. 3.24 Variations in subcooling-temperature during hydraulic 
instabilities, Test Section I. 

3.4. S t a b i l i t y m e a s u r e m e n t s 

3 . 4 . 1 . Power-modulation experiments. 

In the following, the stability characteristics of the steady state will be dealt with. A 
steady state is called stable if,, after a small disturbance, the system will ultimately 
return to the original steady-state condition. The concept of s m a l l disturbance is u s ­
ed here, as it will always be possible to destroy completely a steady-state condition as 
long as the applied disturbance is large enough. Small disturbances can be generated 
by the inherent noise, variations in load etc. 
It is not enough to know if the steady state is stable or not. Also the response charac­
ter is t ics , such as these are manifested by the resulting amplitudes and frequencies, 
are important to the designer. In order to obtain information on the stability and r e s ­
ponse characteristics of a steady-state condition of the boiling system, frequency r e s ­
ponse measurements were carried out in the region of . 01 to 2 c . p . s . In these measure­
ments, the heating power to the boiling loop was oscillated with a sine of small ampli­
tude and varying frequency and the resulting time-dependent variation in the physical 
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quantities was observed. By using the Frequency Response Analyzer mentioned in sec­
tion 2. 5., the amplitude anaphase relationship between input and output was calculated, 
with integration times Τ (see equation (2.10.)) of 100 and 1000 seconds depending on 
the modulation frequency. In the following, this relationship will be called the transfer 
function. In chapter 4, it will be shown that transfer functions and the occurrence of 
severe hydraulic oscillations are closely related subjects. 

The assumption of small perturbations in a stability analysis means in many cases that 
the system is linear, which simplifies its analysis and makes the transfer function far 
more readily applicable. For instance, it can then be easily combined properly with 
the transfer functions of other parts of the system (e.g. of the reactor kinetics and the 
turbine or generator load) and the stability of the whole system can thus be analyzed. 
Also, f rom the measured transfer functions the response to any disturbance can be cal­
culated within the linear range. Therefore, the experiments have been started by os­
cillating the heating power with different amplitudes and observing the variation in the 
response in order to see whether the output amplitude is proportional to the input am­
plitude and whether the phase shift is independent of the input amplitude. Results of the­
se measurements, carried out at a saturation temperature of 200°C and an average 
channel power of 275 kW, are given in Table 3.3. 

The frequency has been chosen a s . 5, .8 and 1.0 c. p. s. and at each frequency the am­
plitude was varied between 10 and 30 kW. The transfer function given is the one from 
channel power to the differential pressure from the pitot-tube. The measured value of 
the amplitude of the responding signal per kW channel power oscillation was made di-
mensionless by dividing it by the corresponding value at zero frequency obtained from 
steady-state measurements. In the following this ratio will be called the amplitude ra­
tio K. The variation in measured phase angle lies within the accuracy of the Frequency 
Response Analyzer. At the frequencies of . 5 and .8 c. p. s . , the linearity in amplitude 

Table 3.3. Transfer function for various modulation amplitudes, 

Test Section Π, Η = Pillili 
sat 
°C 
200 

200 

200 

f 
c. p. s. 

.5 

.8 

1.0 

Q 
kW 

275 

275 

275 

kW 

10 
20 
30 
10 
20 
25 
30 
10 
15 
20 
25 
30 

~|H(f)| 
|H(f=0)| 

1.34 
1.35 
1.36 
2.53 
2.49 
2.56 
2.56 
4.41 
4.50 
4.83 
4.82 
4.73 

Ψ 

0 

160 
162 
164 
171 
171 
168 
168 
202 
200 
193 
201 
205 
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ratio is within + 2%. At 1. 0 c . p . s . the increase in amplitude ratio is 10% with an in­
crease in the amplitude of the perturbing oscillation from 10 to 30 kW. The actual va­
lue of the amplitude ratio at this frequency is about 5, which demonstrates that large 
amplitudes in inlet mass flow are present. The increase in amplitude ratio is therefore 
not surprising. Therefore, as a good approximation, an analysis can be made by assum­
ing the system to be linear. 

In a system with natural circulation, power modulation gives r i se to a response in in­
let mass flow as well as in steam-void, in contrast to a forced circulation system with 
a pump with steep head-flow characteristics. In Figs 3.25 to 3.29, results are given of 
transfer function measurements carried out under various operating conditions with 
Test Sections I and II. In these experiments the power oscillation amplitude was about 
10% of the mean power level. In the upper part of the diagrams, the amplitude ratio has 
been plotted and defined before, as function of the frequency of the oscillation in chan­
nel power. In the lower parts of the diagrams, the phase shift of the responding signal 
with respect to the oscillation in channel power has been plotted. It is pointed out that 
there exists an attenuation and phase shift under dynamic conditions between the elec­
trical power delivered to the test section and the power taken up by the coolant. The ex­
perimental data presented are those measured directly. They do partly include this at­
tenuation and phase shift. 

Fig. 3.25 shows the transfer function from channel power to the differential pressure 
from the pitot-tube, i . e . the inlet mass flow ra te , for Test Section I, for three chan­
nel powers at a saturation temperature of 200 C. From the amplification characteris­
tics it can be concluded that a resonance peak is present which increases in magnitude 
with c h a n n e l p o w e r , while also the peak shifts to a higher frequency. Comparison 
of these results in this frequency region with those presented by St. P ier re (S12) and Zivi 
(Ζ3) for a forcedly circulating boiling system, which are showing no resonance peak, 
leads to the conclusion that these resonance peaks are characteristic for a naturally 
circulating system. In contrast to a forcedly circulating system, in such a system, the 
inlet mass flow and the steam-void are strongly intercoupled. The resonance peak, 
therefore, is caused by this intercoupling effect. The amplitude ratios together with the 
behavior of the phase shifts show that the system is only weakly damped. By increas­
ing the channel power, the damping forces become relatively smaller and the system 
becomes less stable. At the highest channel power of 145 kW, which was only about 20 
kW lower than the channel power where spontaneous severe hydraulic oscillations s tar t , 
a sharp falling off in the phase shift is observed, indicating that the system approaches 
an unstable condition. 

Similar results are presented in Fig. 3.26. In this diagram the transfer function from 
channel power to the void fraction measured at location 5, see Fig. 2 .4 , has.been plot­
ted for the same test section and channel powers as in Fig. 3.25. They show the same 
behavior, although the amplitude ratios are l e ss . In the lower frequency range a second 
resonance peak is observed at a frequency of 0.04 c . p . s . This frequency corresponds 
with the period of the observed low frequency oscillations described in section 3 . 3 . 1 . 
At a modulation frequency of .04 c . p . s . large oscillations in absolute pressure have 
been observed with an amplitude of about . 1 atmospheres. This might indicate that the 
second resonance peak could be attributed to intercoupling of the flow process in the 
boiling channel with that in the condenser, which can be expected to be more important 
at the lower frequencies. The resonance peak in the lower frequency range could be in­
fluenced by the adjustment of the automatic controller of the coolant flow to the conden­
se r . The observed phase lead in the lower frequency range is also thought to be a t t r i ­
butable to these pressure variations. 
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In Fig. 3.26, some measuring points are indicated a t a saturation temperature of 234°C 
and a channel power of 113 kW. After comparing these measuring points with those ob­
tained at a saturation temperature of 200°C, it becomes clear that, in the range of . 1 
- 1 .5c .p . s . any increase in s y s t e m p r e s s u r e is to promote the stability of a two-
phase system. 

In Fig. 3.27, the influence of s u b c o o l i n g on the stability of a steady state is shown. 
Results of transfer functions are given for Test Section I at a saturation temperature of 
200°C and a channel power of 113 kW. The transfer function from channel power to the 
differential pressure from the pitot-tube has been plotted for three values of subcooling. 
Comparing the curves of 1.5°C and 10.8°C subcooling at the corresponding resonance 
frequency shows that the amplitude ratio at 10.8°C subcooling is greater than at 1.5°C 
subcooling at about the same phase shift. This indicates that increased subcooling in the 
lower subcooling range does indeed impair the stability of the steady state. At high sub­
cooling ra tes , the opposite is t rue . Increasing subcooling from 10.8°C to 32.0°C r e ­
sults in lowering the resonance peak, whilst also the phase shift is reduced. This in­
dicates that at high subcooling ra tes , any further increase in subcooling has a stabiliz­
ing effect. The opposite effects of increasing subcooling in the low and high subcooling 
ranges a re similar to the effects of subcooling observed in the experiments carried out 
to establish the onset of hydraulic oscillations. The small phase shift in the low fre­
quency range measured at the highest subcooling rate indicated that the prevailing ope­
ration condition was situated before the maximum in the circulation rate versus channel 
power curve ; an increase in channel power results in an increase in mass flow ra te , 
(see Fig. 3.3). All other operating conditions are on the descending part of the circu­
lation rate versus channel power curves. The phase shift for these conditions must the­
refore approach - 180° for a frequency approaching zero. 

It should be noted that in the transfer function at a subcooling of 10.8°C, a second r e ­
sonance peak can be observed at a frequency of 1.2 c, p. s. This is shown in the ampli­
tude ratio as well as in the phase shift. This second resonance peak was observed at the 
end of the experimental program and no time was left to verify whether also the other 
curves were to reveal a similar effect as well. It might be that this second peak, pre­
ceded by a dip, is related to a similar behavior observed in the forced circulation mea­
surement made by St. P ier re (S12). There the appearance of a dip in the frequency r e s ­
ponse characteristics was attributed to a transport effect associated with the down­
stream propagation of the void perturbation. It would be interesting to carry-out addi­
tional transfer function measurements from channel power to steam-^void and recircu­
lation rate in the higher frequency range. 

In Fig. 3.28, results are plotted of the transfer function from channel power to the void 
fraction measured at different locations for Test Section I at a saturation temperature 
of 200°C and a channel power of 113 kW. This diagram clearly shows that the magnitu­
de of the power-induced oscillations in local void fractions is greater upstream. This 
corresponds with the observations made in the signals from the steam-void, and r e ­
corded for a characterization of the hydraulic oscillations. It is noted that these t r ans ­
fer function measurements have been carried out at low subcooling ra tes . At higher 
subcooling, different characteristics maybe expected. Also in the curves presented, a 
phase lead and a small resonance peak in the lower frequency range is being observed. 

In Fig. 3.29, finally, results of transfer function measurements carried out with Test 
Section Π have been plotted. The transfer functions from channel powerto the differen­
tial pressure from the pitot-tube are given at a saturation temperature of 200°C for 
various channel powers. In these curves the same behavior as in Fig. 3.25 is shown. 
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An increase in steady-state channel power results in a higher resonance peak and re ­
sonance frequency. Comparing the curves measured at 141 kW channel power with the 
one measured with Test Section I ata fractionally higher channel power of 145 kW leads 
to the conclusion that an increase in h y d r a u l i c d i a m e t e r will improve the stabi­
lity of a two-phase flow. 

The intercoupling effects between the inlet mass flow and the steam-void have already 
been mentioned. Owing to the finite volume of the condenser, oscillations in absolute 
pressure have been observed in the power modulation experiments. These oscillations 
also influence the steam-void and the inlet mass flow and, therefore, influence the 
measured transfer functions. Although little work has been done in measuring the trans­
fer function from channel power to system pressure, some indication of the magnitude 
of the pressure oscillation will be given. 
At a saturation temperature of 200°C, a channel power of 113 kW and with nominally no 
subcooling, a pressure oscillation of 4000 Newtons per square meter amplitude has 
been observed at a frequency of .1 c. p. s. and an amplitude in channel power of 10 kW. 
The phase lag of the pressure oscillations with respect to the channel power was about 
80°. At a frequency of . 8 c. p. s . , the amplitude of the pressure oscillation was alrea­
dy decreased to 220 Newtons per square meter and at 1.8 c. p. s . , the oscillations were 
even less than 80 Newtons per square meter. This indicates that the pressure oscilla­
tions may produce a detectable influence in the lower frequency range only. 

In this section, some results were presented of frequency response measurements car­
ried out on a naturally circulating boiling system. In chapter 4, some comments will be 
given on the interrelationship between the observed hydraulic instabilities, the measur­
ed transfer functions and the steady-state performance characteristics. 

3.4.2. Boiling noise correlation studies. 

In the foregoing use has been made of the concepts of autocorrelation and spectral po­
wer density for establishing the presence of regular hydraulic flow oscillations, reso­
nance frequencies and the onset of hydraulic oscillations in the intermediate frequency 
range. In applying these concepts, the assumption is always made that the process is 
stationary, i .e . that the statistical properties are independent of the time. Furthermore, 
the two quantities have been obtained from a single recording of finite length. The au­
tocorrelation and spectral power density thus estimated are random quantities. The 
errors introduced by using these quantities have been dealt with by many authors (B13). 
They depend mainly on the recording length, the time displacement and the bandwidth 
chosen in the analysis of the signals. In the experimental program, attention has been 
paid to this and several checks have been made on the reproducibility and accuracy of 
the results. 

As mentioned before, two methods have been employed for estimating the average po­
wer per unit bandwidth, to wit the direct analogue computation with the ISACnoise cor­
relator, and the indirect method via the autocorrelation and Fourier transformation, by 
using a digital computer program (Al). The digital technique generally offers greater 
flexibility than the analogue method, and produces more information. However, when 
a specific type of analysis is to be performed repeatedly, it may be more economical 
or efficient to use a continuous or analogue data processing method. 

When the ISAC noise correlator was used, the recording length was taken to be 80 se­
conds for evaluating the characteristics in the intermediate frequency range of 0.1 to 4 
c .p.s . and to be 15 seconds for the high frequency range at about 15 c .p.s . The ratio 
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of the playback-to-recording speed was 1:16 and 1:1 respectively for the two cases 
mentioned. In either case the 100 time steps adjustment was selected, (see section 
2.5.). A check has revealed that the recording length had no appreciable influence on 
the results. 

In the digital computations, the recording length was likewise 80 seconds. In most cas­
es the signals have been digitized in 1000 samples taken at . 08 second intervals. The 
autocorrelation was computed for 100 values of the time displacement τ between 0 and 
8 seconds. This was also the integration interval for calculating the spectral power 
density, which was computed in steps of .05 c. p. s. from 0 to 4 c. p. s. In the choice of 
the different lengths and time intervals the folding effects and the required resolution 
have been taken into account (Al). For several cases, the onset of hydraulic oscillations 
has been determined by the direct as well as by the indirect method. For one case, the 
results are given in Fig. 3.18. The discrepancy between the calculated points is small. 
The same threshold for instability is being obtained. 

The transfer functions presented in the Figs 3.25 to 3.29 have been obtained, as ex­
plained before, by performing a Fourier analysis of the signal resulting in a rejection 
of the noise and harmonics from the direct response to the perturbing sinusoidal signal. 
The transfer function can also be computed on a digital computer from recorded sig­
nals, using cross-correlation techniques. The digital computer program mentioned be­
fore has been extended for making such an analysis. Let Η (ju) represent the transfer 
function of the system between two variables x(t) and y(t) and let x(t) be the perturbing 
sinusoidal signal of the system and y(t) the system response signal which is also in­
fluenced by extraneous system noise n(t). If χ and η are statistically uncorrelated, then 
the transfer function can be determined from the power spectrum from the input Φχχ(«) 
and the input-output cross spectrum4>xy(jw) by, (Al), 

Φ (ja> ) 
H( j W ) = - 2 2 . (3.5.) 

Φ (ω) 
xxv ' 

The power spectrum of the output *yy(w) is given by: 

V W ) = ΦχχΙΗ ϋ ω ) |2 + Φηη ( ω ) * (3·6·) 

If *nn(w) is very small compared ^ί1ιΦ5Γ^ω), then the modulus of the transfer function 
can be determined from the input-output spectra: 

H'(JW)| 4-ZZ-\ (3.7.) 
\ Φ χ χ > 

The power-spectra density technique (equation 3.7.) cannot provide phase-response 
measurements, and as long as Φηη(ω) is not small compared witl^yy(co), equation 
(3.7.) will not give the true gain response. Thus, cross-spectral density techniques 
should be used whenever extraneous noise is excessive or whenever phase-response 
information is required. During the frequency response measurements presented in 
section 3 .4 .1 . , all signals have been recorded on a FM magnetic tape. By the compu­
ter program, the transfer functions have been calculated between channel power and the 
dependent variables. In Fig. 3.25 some results are plotted in the graphs obtained by 
the analogue method. The transfer function from channel power to inlet mass flow rate 



computed on a digital computer is being compared with the one computed by analogue 

techniques. The two methods must, of course, have the same e r ro r s when applied to 

measurements having the same recorded length. It is interesting to notice that the a­

greement between the two methods is excellent. 

The same computer program can be used for calculating the frequency response cha­

racter is t ics between two noisy but correlated signals, which are being generated with­

in the system, without excitation. Owing to the weakness of the signals and lack of ade­

quate signal information in the time or frequency range of interest , this technique may, 

however, be subject to serious statistical e r r o r s . Some results of using this technique 

a re presented in Fig. 3. 30b. The modulus of the transfer function of the signal between 

the pitot­tube and the impedance void gauge located at position no. 4 is given as a func­

tion of the frequency on an arbi trary scale. The transfer function has been calculated 

by means of equation (3.5.) and equation (3.7.) as well. In the region where much sig­

nal information can be expected, e .g . in the range of .8 to 1.2 c . p . s . (see also Fig. 

3.29) the two methods give practically identical resul ts . In this region, the noise com­

ponent φ ^ ω ) is small compared witl^yy(co). Outside this region, there is more d i s ­

persion in the computed results and rough tendencies can only be detected. In this case, 

the recording length was 100 seconds. The two signals have been digitized into 2000 

samples with a time interval of . 05 second. The maximum time displacement was cho­

sen as 15 seconds in steps of .05 second. More development and evaluation work is 
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needed to determine whether a change in the chosen lengths and time intervals will im­
prove the accuracy of the resul ts . Naturally, external excitation by random, periodic 
or step functions will result in far more reliable resul ts . It i s , however, the merit of 
noise analysis techniques that they allow complicated mechanical devices for external 
excitation to be avoided. This i s , for instance, the case when one likes to measure the 
transfer function from inlet mass flow to local void fraction. 

As was already mentioned in the introduction, the transfer function between the void 
volume and inlet mass flow plays an important role in some stability analyses (Kl), (Z3). 
in Fig. 3.30b, it is shown that there is a flat resonance peak at the position where the 
transfer function from channel power to inlet mass flow likewise exhibits a resonance 
peak. The strong interaction between void volume and inlet mass flow rate in a natural­
ly circulating system contributes greatly to the resonance peak shown in Fig. 3.29. 

A last application of using cross-correlation techniques in the experimental program is 
shown in Fig. 3.30a. Cross-correlations have been plotted of the signals from the ab­
solute pressure, the inlet mass flow rate and the void fraction at location 6. 
The signals have been recorded during unstable operation, during which large flow os ­
cillations were present. The diagram shows that the signals from the various quanti­
ties are strongly correlated. From these cros s-correlations, the phase shift between 
the signals can be obtained directly by measuring the time displacement until the first 
peak occurs. Keeping in mind that the electrical signal of the impedance void gauge and 
that of the capacitive pressure gauge are increasing with decreasing void fraction and 
absolute pressure , the phase difference between the absolute pressure and the void 
fraction at location 6 as estimated from Fig. 3. 30a isl40° and that between the inlet 
mass flow rate and void fraction at location 6 is equal to about 155°. These values are 
roughly in agreement with those shown in the Figs 3.20 and 3.22. 

In the foregoing, the application and the usefulness of noise analysis in obtaining infor­
mation on the dynamic behavior of a two-phase systemhave been demonstrated. The 
cross-correlation technique has been found to be a powerful technique for eliminating 
the effects of external noise. The technique using a harmonically oscillating input yields 
accurate resul ts , but the required measuring time is long. Some improvement may be 
gained by application of a multi-frequency method in which the input signal is built up 
from a number of sines. The application of the analysis of the inherent noise to the dy­
namic analysis asks for further development and evaluation work. 

3.5. Influence of the water level 
As already mentioned in the introduction to this chapter, small variations in water l e ­
vel were present during operation. The water level varied because of thermal expansion 
of the water and the formation of steam. Therefore, it has been checked whether any 
changes in water level have some effect upon the measured characteristics. 

In Fig. 3 .31, the influence of a change in water level upon the static pressure along the 
coolant channel is given. Horizontally the water level has been plotted as a fraction of 
the heated length. The location of the exit of the coolant channel has been indicated. 
Vertically, the pressure difference has been plotted between the static pressure at a 
particular location and at location 1 at the bottom-end of the downcomer. As can be 
concluded, a change in water level has no influence, as long as the water level is above 
the exit of the channel. By lowering the water level to below the channel exit, an appre­
ciable change in the characteristics appears. A decrease in pressure loss across the 
inlet, corresponding to a decrease in inlet mass flow ra te , is being observed. It might 
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Fig. 3. 31 Influence of the water level on the steady­state performance. Test Section I 

appear at first sight that the water level could have some effect upon the subcooled 

length owing to the fact that the water level determines the local pressure and thus the 

local saturation temperature. From results of these experiments, which are in agree­

ment with those published by Asyee (A2), it is found, that this effect is insignificant. 

The influence of water level is so small that it may be disregarded, once the exit of the 

channel is covered. This means also that correction for water level on the performan­

ce characterist ics, which is commonly applied, is not justified and gives too high va­

lues of the subcooled length. It should be noted that the water levels are apparent water 

levels measured by the water level gauge. 

At a saturation temperature of 200 C, also the influence of the water level on the s ta­

bility characteristics has been measured. Transfer function measurements from chan­

nel power to differential pressure from the pitot­tube have been carried out with Test 

Section II at two water levels, z /L = 1.144 and 1.130. The channel power in these ex­

periments was 275 kW, and the amplitude of the modulation 20 kW. The frequency was 

varied between .8 and 1.2 c . p . s . The difference inmeasuredphase angle between the 

two conditions was within the accuracy of the analyzing apparatus, i . e . within + 3 . The 

difference in modulus of the transfer functions was larger . At a frequency of 1.0 c. p. s . , 

i . e . just at the top of the resonance peak, the difference between the two transfer func­

tions was about 10%. At the higher and lower frequencies tested, the difference was 

smaller, i . e . at .8 c . p . s . about 5% and at 1.2 c . p . s . about 1%. 

Generally, it can be said, that the minor changes in water level as occurring during the 

operation of the loop had no appreciable influence on the presented data on the steady­

state and dynamic characteristics of the naturally circulating boiling channel. 
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4. Analysis of the experimental results 

4 . 1 . T h e s l i p b e t w e e n t h e t w o p h a s e s 

The ability to predict the steam­volume fraction in a two­phase system as a function of 

the design and operating parameters is very important for a complete performance and 

stability evaluation of the system. This is especially true for a nuclear reactor where 

the steam­volume fraction influences the nuclear and thermal heat fluxes (The heat flux 

is defined as the heating power per unit area of the heated surface). Because of the com­

plexity of the problem, the prediction of the steam­volume fraction a is almost com­

pletely empirical. The existing theoretical and empirical formulations correlate either 

the actual steam­volume fraction or a quantity involving the velocity of the phases, e .g . 

the phase­velocity difference V s ­ V^ or the phase­velocity ratio Vg/V^, usually called 

the Slip Ratio S. They are derived from experiments carried out in air­water or steam­

water systems with and without heat addition. The Slip Ratio, S, for instance is deriv­

ed from a mass balance perpendicular to the flowing fluid. Commonly it is said that the 

mass flow of steam Mg and of water Mj are equal to: 

M s = a p s V s A c ; (4.1.) 

• M 1 = ( 1 ­ o O P j V ^ ; (4.2.) 

The quantities in these equations represent mean values over the cross­section of the 

channel. Summation of (4.1.) and (4.2.) yields the total mass flow M¿, which is con­

stant along the coolant channel under stationary conditions. The ratio of the mass flow 

of steam to the total mass flow is generally called the steam quality, x. Introducing this 

quantity into (4.1.) and (4.2.) and dividing one equation by the other, results in the fol­

lowing expression: ρ v 

where: 

S = ­ — , (4.3.) 
1­α ρ 1­x ' 

V 

S =-$ , (4.4.) 

1 

andVg and V^are considered as the mean values of the phase velocities over the c ros s ­

section. The Slip Ratio, S, correlates between the steam quality χ and the void frac­

tion α . The steam quality can be calculated from a heat balance. By using a correla­

tion for S, the steam­volume fraction for a particular coolant channel can be establish­

ed. 

Because the steam is flowing at a faster ra te than the liquid, it is commonly assumed 

that the slip factor is greater than unity and only approaches the limit of unity in the e­

ventwhen either of the phases ceases to exist. Especially at high pressures , it is cus­

tomary to use a slip factor of unity in performance calculations. This should be a s ­

cribed to a misinterpretation of the foregoing equations. It should be kept in mind that 

the right­hand side of equations (4.1.) and (4.2.) a re integrals over the cross­section, 

i . e . 

A 
Mg= /« 'pgVgdA . ν (4.5.) 
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In equation (4. 5.), the prime denotes local values with respect to the radius, (it is a s ­

sumed that the physical quantities such as pg and p-, a re independent of the radius, i . e . 

that the temperature and pressure gradients are not too large). The quantities V s and 

Vj in equations (4.1.) and (4.2.) a r e , therefore, not the mean values of the velocities 

of the steam and water phases over the cross­section, but are according to (4.5.) de­

fined a s : 

Ac K 

JaV dA JCL-*)\ 
c 

t ι 

dA 
V = , and V = , (4.6.) 

s i 
aA ( l ­ a ) A 

c c 

which are weighted averages of the steam velocity. The Slip Ratio, S, therefore, is ac­

tually defined as : 
A 
- t r i 

dA 

S = ^ r — · · - (4.7.) 
i?c a 

(l­aJVj'dA 

Ac ι 

>
V

s 

The two expressions (4.4.) and (4.7.) are equivalent when the steam concentration over 

the cross­section is constant. From equation (4 .7 . ) , it may be concluded that even 

where the local velocity of the steam phase equals that of the water phase, the slip r a ­

tio may have an appreciable value. Furthermore, depending on the concentration and 

phase­velocity distribution, the slip ratio may also be smaller than unity. It should be 

stressed that in any slip­correlation based on experiments, in which the steam and wa­

ter mass or volume flow rates are calculated or measured and combined with measur­

ed values of the void fraction, the measured slip ratio is in fact the slip ratio defined 

in (4 .7 . ) . A slip ratio based on average values of the phase velocities is difficult to e s ­

tablish. 

At present, the way of correlating the slip factor or void fraction with proper variables 

is largely a question of personal preference. Consequently, several correlations based 

upon different physicalmechanisms have been proposed for predicting the slip factor and 

the void fraction. 

One of the earliest methods for correlating void fraction data is that of Martinelli and 

Lockhart (L6). This method for correlating two­phase flow data was found to be very 

successful. The Martinelli method is characterized by two basic postulates: 

a. In the event of steady two­phase flow involving no radial pressure gradients, the 

static pressure drop for the liquid phase must equal the static pressure drop for the 

gaseous phase, regardless of the flow pattern; 

b . the volume occupied by the liquid plus that occupied by the gas at any instant must 

equal the total volume of the pipe. 

It is then assumed that the two­phase flow, of volumetric flow rates Wj and W , is r e ­

lated to the two extreme cases in which Wg or Wj are equal to zero. Martinelli then 

defines the parameter X by means of the following equation: 

("TJ IWI flowing alone in the channel 

X
2
=^­Ì Ζ (4.8.) 
(~p),W flowing alone in the channel 
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The ratio of the single­phase frictional pressure drop of the liquid to the correspond­
ing value of the steam is calculated with the aid of the Fanning friction equation. βηρ­

ο ■ 

posing that for both cases turbulent flow can be assumed, X is equal to: 

(4.9.) 

The exponent n expresses the Reynolds dependence of the Fanning friction factor in the 

Blasius equation and is obtained by plotting the single­phase pressure drop versus 

weight flow on log­log paper. The slope of the curve is equal to (2­n). 

Parameters similar to these were derived by Levy (L4). Recently Turner and Wallis 

(T2) reported on a theoretical study on the general equations of a two­phase flow adapt­

ing single­phase mixing length resul ts . Used in conjunction with a simple "lumped­flow" 

model of two­phase flow, the description provided a theoretical foundation for the em­

pirical Martinelli correlation. 

Ingeneral, the Martinelli correlation was developed from extensive studies of two­com­

ponent, two­phase horizontal flow at atmospheric pressure with no mass transfer be ­

tween the phases. The application of the correlation to steam­water mixtures with heat 

addition and the introduction of the effect of system pressure were carried out by Mar­

tinelli and Nelson (M3). Instead of (4 .9 . ) , they used the parameter X t t for their co r re ­

lation: 

X = X 2 _ n · (4.10.) 
tt 

In the course of the studies reported here, an attempt was made to correlate the mea­

sured void­fraction data with the parameter defined by (4.10.) . The quantity X^., the­

refore, was calculated for those locations where void­fraction measurements were ma­

de. This means in fact, that the mass flow of steam Mg or the steam quality χ have to 

be calculated along the coolant channel. These calculations have been carried out on a 

digital computer, starting from measured data of inlet mass flow, channel power, sub­

cooling, saturation temperature and from geometrical and physical data. 

Fi rs t , the onset of subcooled boiling ( i . e . where bubbles are formedon the heated sur ­

face and detach from the wall into the fluid for the first time) and that of saturated boil­

ing a re calculated. The onset of subcooled boiling is calculated according to the cr i te ­

r ia of Bowring (Bl l ) . The water temperature at the location where subcooled boiling 

s tar ts can be calculated from a heat balance in the non­boiling region. The saturation 

temperature at that location is calculated after determining the local pressure, taking 

into account the hydrostatic head and frictional losses . By assuming a heat balance for 

the steam and water phase in the subcooled boiling region, using the heat division pa­

rameter κ of Bowring, the water temperature and the mass flow of steam can be calcu­

lated. The local saturation temperature in the subcooled boiling region is determined 

by computing the local pressure from the measured static pressure data in the coolant 

channel. The location of the onset of saturated boiling is obtained as the level at which 

the local water temperature equals the local saturation temperature. The mass flow of 

steam at that location can be calculated from the cri teria of Bowring. The magnitude of 

it at the end of the coolant channel can be derived from a heat balance for the whole 

channel. The mass flow of steam at any specific location is obtained by assuming a l i ­

near relationship between the mass flow of steam and the distance from the onset of 
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subcooled boiling, and the onset of saturated boiling, respectively. In this way, the 
flashing of the water ( i . e . the formation of steam owing to a decreasing saturation tem­
perature) has been taken into account on a linear base. Thelocal mass flow of water is 
obtained by subtracting the mass flow of steam from the total mass flow, the latter be­
ing a measured quantity. 

From the calculated values of the mass flow rates of steam and water and from the phy­
sical data, the magnitude of X .̂ is obtained. The value of n (equation (4.10. )) has been 
determined to be equal to . 18 and . 15 for Test Section I and Π respectively. 

Measured void fraction data plotted against the parameter VX^t a r e given in Fig. 4.1 
and 4.2. Owing to the fact that the Martinelli­Nelson correlation is based on fully de­
veloped flow data, only results of void fraction measurements obtained in the saturated 
boiling region have been plotted. The effect of system pressure is shown in Fig. 4 .1 . 
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Fig. 4.1 Void fraction data plotted according to Martinelli-Nelson (M3) for 

three system pressures, Test Section I. 

Void fraction data measured at saturation temperatures of 120, 200 and 234°C satura­
tion with Test Section I are given together with the Martinelli-Nelson correlation. Al­
though the data for one saturation temperature can be correlated byVXtt, the deviation 
from the Martinelli-Nelson correlation is fairly large. It may be concluded that the 
Martinelli-Nelson correlation does not cover the void fraction data presented here. It 
should be pointed out that the pressure effect in the correlation was introduced rather 
arbitrarily by interpolation between the data obtained at atmospheric pressure and on 
the assumption that the value of the void fraction equals that of the steam quality at the 
critical pressure. 
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In Fig. 4.2 void fraction data ι measured at a saturation temperature of 200°C and at 
three different subcooling rates with Test Section Π have been plotted. Also in this ca­
se, only data obtained in the saturated boiling region are used. As is shown the effect 
of subcooling on the correlated data is fairly small forVXtt larger than 1.5 indicating 
that the parameter X^., (at constant pressure roughly proportional to the inverse square 
of the steam quality x~2) might be a good parameter for correlation. Comparing the 
Fig. 4.1 with Fig. 4.2 reveals no systematic influence of the hydraulic diameter. 

Recently, several studies have been reported on the correlation of void fraction data 

and calculated slip factors taking into account the phase distributions over the cross­

section of the channel. 

Bankoff (B14) proposed that the gas phase migrates to the regions with high water ve­

locities where the velocity gradients, and hence the resistance to flow are lowest. Thus, 

when the phase velocities are averaged over the cross­section, the average magnitude 

of the gas velocity is greater than that of the liquid, owing to the distribution of the pha­

ses alone. Bankoff assumed the velocity of the phases to be equal at any point of a two­

phase flow. He then introduced the profiles of the steam velocity as power law func­

tions of the distance from the tube wall and then integrated over the tube cross­sections 

to obtain the slip­relationship: 

S= — . (4.11.) 
1 ­ q 

K­α 

The value of Κ is a function of pressure, quality and mass flow rate. For an assumed 
value of Κ = .89 good agreement with the Martinelli­Nelson correlation was reported. 
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Fig. 4.2 Void fraction data plotted according to Martinelli­Nelson (M3) for three 

subcooling temperatures, Test Section Π. 
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The distribution effects have also been included in the study from Zuber and Findlay 

(Zl) . Besides, they also considered the local relative velocity between the phases. In 

their study, the velocities are expressed as vectors. Employing the continuity equa­

tions for the two phases and obtaining cross­sectional average values for the physical 

quantities the following equation was derived: 

<«'vs> < e \¿> 
= C < W > + . (4.12.) 

<« > \ « > 

The quantities in (4.12.) have already beendefined in chapter l ( s ee equation 1.1.). The 

prime denotes again local values with respect to r and z, and< ^denotes average va­

lues over the cross­section. The te rm on the left­hand side corresponds to the volume­

t r ic flow rate of steam per unit cross­sectional area divided by the void fraction. The 

first t e rm on the right­hand side accounts for the effect of non­uniform flow and con­

centration profiles. The value of the distribution parameter CQ is less than unity when 

the void fraction near the wall is larger than in the center and above unity when the op­

posite is t rue . In the latter event, the distribution parameter varies between 1 for flat 

profiles and 1.5 for peaked profiles. The second t e rm (defined as the weighted avera­

ge drift velocity) accounts for the effect of the local relative velocity between the two 

phases. Equation (4.12.) is applicable to any two­phase flow regime and can be used 

either for predicting the average volumetric concentration or for analyzing and inter­

preting experimental data. Expressions for the weighted average drift velocities were 

derived for the slug flow and the churn­turbulent bubbly regime. For fully established 

flow profile s the value of CQin equation (4.12.) is constant. If the weighted average drift 

velocity does not depend on the concentration, then the quantity ( V g a ' ^ / k is linearly 

dependent on the average mixture velocity. It was stated that a changing slope is indi­

cative of changing profiles or developing flow. 

The expression (4.12.) was derived for a two­phase flow system in which a change of 

phase does not occur. Although the void data presented before were obtained during e ­

vaporation, the data have been plotted in the weighted mean velocity­average volume­

t r ic flux density plane, see Figs 4 .3 and 4 .4 . 

In Fig. 4 .3 which applies to the same conditions as Fig. 4 . 1 , data obtained in the sub­

cooling region a re also included. As is shown, the linear relationship holds good even 

for an evaporative system and it may be concluded that fully developed flow conditions 

are present over the larger part of the coolant channel and throughout a wide range of 

operating conditions. Only at the lower volume flow, a systematic deviation from the 

straight line is observed. Most of the data points in this region were obtained in lower 

parts of the boiling region, where the flow profile is probably developing. The slope of 

the lines is very near to unity which indicates that flat profiles for the velocity or con­

centration distribution a re present. In (Ζ1) it is noted that, for an established annular 

flow the data plot is a straight line with a slope equal to about unity. More experimen­

tal information is needed to conclude if this also applies to the present experiments. 

The intersection with the vertical axis found by extrapolation of the straight line yields 

the average weighted drift velocity, which decreases with increasing system pressure , 

being in agreement with the decreasing local slip between the two phases. It turned out 

that the drift velocities a re somewhat higher than those calculated by means of the ex­

pressions suggested by Zuber (ZI) for slug flow and for bubbly churn­turbulent flow. 

The influence of subcooling on the proposed relationship, shown in Fig. 4 .4 is very 

small . Only in the subcooled region there is some discrepancy between the measured 

data. 
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For comparison, the widely used slip correlation of Marchaterre and Höglund (M4) has 

been used to calculate data, which are also presented in Fig. 4 . 3 . In their correlation 

the Slip Ratio, S, is expressed as a function of the ratio of the volumetric flow of steam 

and water for different Froude numbers. It turns out, however, that in the region of o­

peration conditions considered here, the Froude number has no effect on the Marcha­

te r re data in the Zuber plot. This would mean that the influence of the Froude number 

is not significant in the range of operating conditions considered. This was also the ca­

se with the system pressure on the Marchaterre data. The Marchaterre­Hoglund cor­

relation yields too high values of the weighted average steam velocity and this would 

result in too low values of the void fraction for a given volumetric flow of the mixture. 

In the theoretical analysis to be presented in chapter 5 the Zuber­Findlay correlation 

has been used (Figs 4 .3 and 4.4) which can be expressed in the form of: 

— + C ( 1 ­ a ) 
Vl ° S = ­ i , (4.13.) 

1­C0a 

in which S and V, are defined according to equations (4.7.) and (4.6.) and a is the steam 

velocity at zero volumetric mixture flow to be obtained from the intersection of the ex­

trapolated straight line with the vertical axis , see Fig. 4 . 3 . In the applying of this cor­

relation one has to be careful owing to the fact that even minor variations in C0 have an 

appreciable influence on the slip ratio and on the calculated void fraction. 

Although Bankoff and Zuber have contributed a great deal to the knowledge of the cha­

racterist ics of a two­phase mixture, more development work is needed, particularly 

as regards the recognition of flow regimes and the measurement of concentration and 

velocity distribution over the cross­section. This is a prerequisite to any further ana­

lysis of the presented data. 

4 .2 . T w o ­ p h a s e p r e s s u r e l o s s e s 

Apart from the void fraction or the slip ratio also a knowledge of the pressure losses 

in a two­phase mixture is of importance for the evaluation of the performance and s ta­

bility characteristics of a boiling system. In the experimental program the total p re s ­

sure drop has been measured between locations of the various pressure tappings, see 

Fig. 2 .4 . Although some investigators have looked into the possibility of correlating 

the total pressure drop with meaningful parameters , which may be convenient for de­

signers, this type of correlation yields only little fresh information from a scientific 

point of view, because there a re too many variables involved. In the elaboration upon 

the experimental resul t s , the more customary way has been followed of separating, by 

using the measured void fraction, the total pressure drop into the frictional, accelera­

tion and hydrostatic pressure drop, see equation (3 .2 . ) . By considering an elementary 

volume element Δϋ = 27ΓΓΔΓΔΖ, see Fig. 5.1 in which Δζ is in this case taken as the 
distance between two locations where the void fraction has been measured, the hydro­
static pressure drop may be written as : 

Ap h= — / g { p 1 ( l - a , ) + P s « , | d A , (4.14.) 

thus: 

Ap h = Azgip^l-a) + p g a i . (4.15.) 
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In equation (4.15. ) α is the average void fraction over the cross­section in a segment 

Δζ, which is obtained by linear interpolation between measured values at the various 

locations. 

The acceleration pressure drop is equal to the difference in rate at which momentum 

flows into and leaves the volume element. The momentum flow is equal to: 

A„ 

Ρ = ìfi'i^i 2 ' ' 2 ) 
+ ρ aV^ } dA 

s s ) 
(4.16.) 

and the acceleration pressure drop is expressed as : 

ΔΡ = P ­ Ρ , 
a η n­1 

(4.17.) 

where η denotes a location of an impedance void gauge. By defining: 

( l ­ « ) A r 

, and V = (4.18.) 

equation (4.16.) can be written as : 

Ρ = Ρ ( l ­ a ) V 2 + Ρ _ α Γ . 
s s 

(4.19.) 

3 and S, can be defined, being the ratio between V, (equation 4.6.) and V,, and 

¡en V and V, . For particular flow conditions (e .g . adiabatic dispersed flow), flow 

From the above mentioned equations it follows that the acceleration pressure drop is 
dependent upon the concentration and velocity distribution of the two phases over the 
cross­section. By measuring or calculating these flow distributions, two more slip r a ­
tios S„ 

a 

between 

distribution measurements a re being performed (A4). Also, flow models can be used 

for calculation of the acceleration pressure drop. For instance, the theoretical flow 

model reported in (V4) and to be discussed in chapter 5 may yield the theoretical basis 

for the slip ratio correlations. For flow with distribution laws as suggested by Ban­

koff (see section 4 . 1 . ) , the homogeneous flow model, in which it is assumed that 

V s = Vj = Vg = Vj, gives too high values and the separated flow model with V s = V and 

V, = V, too low values of the acceleration pressure drop; differences may reach 25%. In 

case the local distributions have not been measured and where it is uncertain which ty­

pe of flow was present under the various operating conditions, the separated flow type 

model has been assumed to represent the actual conditions. V and Vj can be calculat­

ed with the earl ier determined value of the massflowof steam and of water Mg and Μχ(β­

quations 4 . 1 . and 4 .2 . ) and the measured void fraction. The acceleration pressure drop 

can then be evaluated. 

By subtracting the calculated acceleration and hydrostatic pressure drop from the t o ­

tal measured pressure drop the friction pressure drop is obtained. It is recognized 

that the frictional pressure drops thus obtained are incorrect because of the elaboration 

procedure followed. It should be kept in mind that in deriving two­phase friction losses 

from pressure measurements along a boiler, accurate results will only be possible 

when all the distribution effects a re known. The computations have been carried out on 

a digital computer. It is customary to express the two­phase friction pressure drop as 
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a dimensionless rat io, which is formed by dividing the two-phase friction pressure drop 
by a liquid-phase pressure drop. The liquid-phase pressure drop is sometimes evalu­
ated at the same total mixture mass flow rate and the ratio is then denoted as R, or at 
the mass flow rate when the liquid is flowing alone in the channel in which the ratio is 
denoted as Φ , .. e .g . by disregarding the Reynolds dependence of the single-phase 
Fanning friction factor f : 

Ap.(T.P.)=R.4f— A p V 2 / ( 1 - α ) + - a S 1 , (4.20.) 
1 D. 1 1 I P, 1 

or: 

Jh 

2 Ay 9 9 
APf(T.P.)= Φ 1 Λ . 4 ί — . è P j V ^ l ­ a f . (4.21.) 

h 

It can easily be shown that: 

or : 

R = Φ 2
Λ ( 1 ­ x ) 2 . (4.22.) 

R = Φ2 ( 1 ­ x ) 2 " " , (4.23.) 
l,tt 

if the Reynolds dependence is taken into account. 

The Martinelli­Nelson (M3) pressure drop correlation for boiling water is the best 

known and probably the mostwidely used general correlation available. The correlation 

is based on data for adiabatic, two component mixture flow in horizontal tubes at a tmos­

pheric pressure . On the assumptions already mentioned in section 4 . 1 . Martinelli­Nel­

son arrived at a correlation between Φ·̂  # and the non­dimensional correlating para­

meter Xtø defined in (4.10.) . The pressure effect has been incorporated rather a rb i ­

t rar i ly , using the data of Davidson (Dl) and considering the limits imposed on Φ^ ^ at 

the critical pressure . It is considered remarkable that the Martinelli­Nelson correla­

tion has proved tobe so successful when it is realized what assumptions had to be made 

and the fact that so few data were available at the time of its development. 

In Fig. 4 . 5 , some data are plotted of the parameter Φ-, «. calculated from the experi­

ments with Test Section Π at saturation temperatures oì 120 and 234°C. As is shown 

the data are poorly correlated with the parameter V x ^ , and also deviate noticeably from 

the Martinelli­Nelson curves. It should be kept in mind, however, that this correlation 

is based on isothermal pressure drop data, whilst moreover the plotted data were ob­

tained under flow conditions with vaporization. Besides, not only were the calculated 

Φ j ^ data determined by the steam quality but also by the mass flow ra te , which is an 

intercoupled quantity ina natural circulation system. Some investigators have reported 

an apparent flow rate dependency on the two­phase friction losses which is not account­

ed for by the Martinelli­Nelson correlation. 

The bulk of data of the calculation of R and Φι ±+ will be reported together with the void 

fraction data elsewhere. In comparing the data for the two test sections, it was noticed 

that the values for φ^ tt for Test Section I tended to be lower than those for Test Sec­

tion II, particularly in the lower range of VXft values. 
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Fig. 4.5 Two­phase friction loss data plotted according to Martinelli­ Nelson 

(M3) for two system pressures, Test Section Π. 

It is hoped that theoretical studies in which distributional effects are incorporated will 
provide the theoretical basis that will explain the dependence of the two­phase pressure 
losses and the void fraction in saturated boiling as well as in subcooled boiling condi­
tions upon the physical quantities determining the flow process. Although some succes 
was obtained in void fraction studies some substantial work has to be undertaken in the 
field of two­phase friction losses. 

4 .3 . S t a b i l i t y c h a r a c t e r i s t i c s of a t w o ­ p h a s e flow 

In section 3.3. a description was given of the different types of flow oscillations ob­
served during the operation of a naturally circulating boiling water loop. Furthermore, 
results of a systematic research into the onset of severe hydraulic oscillations of about 
1 c. p. s. in dependence of the operating conditions and the hydraulic diameter of the 
boiling channel have been presented. Owing to the fact that, particularly at high system 
pressures, there is no abrupt change from stable into unstable operation as a result of 
a single incremental power change, a criterion has been adopted (see section 3.3.2.) 
for defining the onset of the hydraulic oscillations. In previous publications these os­
cillations were only qualitatively described, while the onset was only roughly indicated. 
Summarizing, the following conclusions may be drawn from the experiments, see also 
Table 3.2. : 
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a. the onset of severe hydraulic oscillations is postponed to higher channel powers with 
increasing pressure; at high system pressures , there is a gradual increase in the 
amplitude of the flow oscillations with increasing channel power, in contrast with low 
system pressures , at which the flow oscillations start more spontaneously; the o s ­
cillations in steam-void are largest at about the location where saturated boiling 
s tar t s . 

b . the effect of increased subcooling upon the onset of flow oscillations at low; subcool­
ing rates is opposite to that at high subcooling ra tes ; at low subcooling ra tes , in­
creased subcooling will precipitate and at high subcooling ra tes this will postpone 
the onset of severe hydraulic oscillations; this effect is more pronounced at high 
system pressures and large hydraulic diameters; the frequency of the oscillations 
will decrease monotonically with increased subcooling. 

c. an increase in hydraulic diameter will postpone the onset of hydraulic oscillations 
to higher channel powers. 

An additional effect was investigated in earlier experiments and reported in (B5). The­
r e , experimental results are given for a seven rod bundle test section modelled after 
a fuel assembly of the Halden Boiling Water Reactor. The experiments consisted of 
measurements of natural circulation flow rate and measurements of the maximum chan­
nel powers obtainable without burn-out. The instability channel-power threshold was 
investigated as well. Nor could in these experiments any clear threshold of hydrodyna­
mic instability, marked by the rather abrupt appearance of regular oscillations, be de­
tected. In one test , the test section was modified by introducing a constriction at the 
exit. By this , the two-phase pressure losses near the exit were increased by roughly 
a factor of seven (B15). The result was that the periodic flow instability threshold was 
reduced from well over 600 kW to 450 kW channel power. This indicates, that any in­
crease in the pressure drop in the two-phase region will precipitate the onset of hy­
draulic oscillations. On the other hand it is well known that an increase in the pressure 
drop in the single-phase section of the system will improve the stability. 

By the presented results of the transfer function measurements in section 3 .4 . , it is 
confirmed that the conclusions mentioned under a, b and c also hold good with respect 
to the stability characteristics of a steady-state. To the knowledge of the author no ex­
perimental results of the stability characteristics of a steady-state condition for a na­
tural circulation system under various conditions of pressure , subcooling and geome­
try have been reported so far. 

In the presented transfer functions from channel power to the differential pressure from 
the pitot-tube and to the void fraction as a function of the modulation frequency, a r e ­
sonance peak was revealed in the 1 c . p . s . region, which increased in magnitude and 
shifted to higher frequencies with increased steady-state channel power. It was shown, 
after comparison with results reported by St.Pierre (S12) and Zivi(Z3) and after com­
parison with presented results of a noise analysis (section 3 .4 .2 . ) , that this resonan­
ce peak is characteristic of a naturally circulating system. This resonance peak in the 
transfer function is caused by strong intercoupling between the steam-void in the chan­
nel and the inlet mass flow (see also section 1.2.). In a system with forced circulation 
this coupling is weaker and it can be removed altogether by applying high inlet thrott l­
ing or by choosing a pump with steep head-flow characterist ics. It is clear, therefore, 
that in an analysis of hydrodynamic instability not only the region of the two-phase flow, 
but the entire system including the downcomer and if necessary the pump character is­
tics must be taken into account. Otherwise the onset of hydraulic oscillations can nei­
ther be explained nor predicted. 
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As was shown earlier, the resonance peak in the transfer functions becomes very pro­
nounced according as the threshold for severe hydraulic oscillations is approached. In 
Fig. 3.25, for instance, the development of the resonance peak is demonstrated. In the 
absence of power modulation it was shown in Fig. 3.18 that for the same conditions as 
for Fig. 3.25 at about 145 kW, both the flow rate and the void fraction are subject to 
large random fluctuations. When the power level is increased to 165 kW, spontaneous 
flow oscillations begin to appear. The frequency of the resonance peak at a channel po­
wer of 145 kW is . 95 c. p. s . , which is roughly equivalent to that of the hydraulic os­
cillations. It can be claimed, that the resonance peak has been transformed into spon­
taneous flow oscillations owing to the fact that the intercoupling between the steam­void 
in the channel and the inlet mass flow has become unstable and not to the fact that the 
flow is responding to a present boiling instability, or flow­pattern instability. This un­
stable flow­void feedback can be explained as follows. A slight perturbation to a lower 
flow rate results in an increased vapor volume in the channel. According as the densi­
ty in the riser is lowered,the driving head around the loop will rise and will accelerate 
the flow, which results in a lower vapor volume. Rising density will reduce the driving 
head and decelerate the flow. This oscillatory behavior may be sustained at a regular 
frequency. 

The measured transfer functions have been presented as applicable to linear systems 
only. In that case, the flow instability would not be limited in amplitude. It will be clear, 
that according as large flow fluctuations occur, non­linear effects become of importan­
ce, whichhave the effect of limiting the amplitude of the oscillations. From the indicat­
ed relationship between transfer functions and hydraulic oscillations it becomes clear 
that the onset of the hydrodynamic flow oscillations may be explained and calculated by 
a linear theory, although the limit cycle amplitudes depend upon non­linearities in the 
system, see also (Z3). 

Some investigators (M5), (S8) have made a research into the Ledinegg instability (L3) 
for explaining the onset of hydraulic oscillations. Ledinegg was amongst the first to 
point out that an instability can arise in a heated two­phase system having a negative 
slope in a part of its hydrodynamic characteristics, i .e . in the flow­pressure loss cur­
ve. At one time this was regarded as the primary criterion for instability in such sys­
tems. 

Several curves for the pressure drop in a vertically heated tube versus the liquid flow 
at the inlet are shown schematically in Fig. 4.6. Curve A represents the pressure drop 
for pure liquid and curve Β represents the pressure drop for pure vapor flow. Region 
C is the pressure drop at constant channel power in the presence of boiling in the tube. 
The higher values of the pressure drop in the boiling region are caused by the increas­
ed friction and acceleration pressure drop as according the liquid is converted into va­
por. It is sometimes stated now, that in that part of the curve where the pressure drop 
increases with decreasing flow rate and the system is called statically unstable, ope­
ration is not possible and an oscillatory behavior occurs. 

Upon this pressure drop is superimposed the pressure drop resulting from the exter­
nal system. Two examples are given in Fig. 4.6, represented by the straight lines D 
and E.The¡one indicated by D is that of a constant pressure­drop supply system. This 
condition is a close approximation of the situation as seen by an individual coolant chan­
nel in a parallel arrangement of a large number of channels between two headers. The 
operation conditions 1 and 2 indicated in Fig. 4.6 might be stable in so far as the sta­
tic stability is concerned. If the flow rate at point 3 increases or decreases slightly a­
long D, it is seen that the external system is supplying more and leas pressure drop 
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respectively than is required for maintaining the flow, and the flow rate will respecti­
vely increase or decrease until anew operating point is reached (flow excursion). This 
final condition may be in a region of stable flow, stable flow oscillations or in a burn­
out condition. In a constant flow delivery system, such as indicated by E in Fig. 4.6 
the system is always stable when steady-state considerations are applied. Such a con­
dition may be encountered physically in a single coolant channel either by using a posi­
tive displacement pump which has a steep head-flow characteristic, or by insertion of 
a throttling valve upstream of the heated section. In the latter case nearly all the flow 
resistance is from the throttling valve and changes in the resistance of the heated chan­
nel produce a negligible effect on the flow rate. In the past (L5) such an arrangement 
has been used for investigating the behavior of a single boiling channel in all regions of 
the curve. In reality, of course, no supply system corresponds exactly to either of the 
extreme cases just described; a possible case is indicated in Fig. 4.7, with a stable 
and unstable intersection. 
Although this analysis is based on forced circulation consideration, in which buoyancy 
forces and inlet pressure drop may be disregarded, it may as well be applied to a sys­
tem with natural circulation with a constant driving head equal to the head of the water 
in the downcomer, or a driving head incorporating the buoyancy forces. 

In the recent literature two studies (M5), (S8) have appeared on the occurrence of slow 
flow oscillations in conditions where the system was statically unstable, i . e . in the de­
creasing part of pressure drop versus mass flow curve. This oscillatory behavior oc­
curs in the event where the slope of the channel characteristic is less negative than the 
slope of the curve characterizing the supply, i . e. point 4 in Fig. 4.6. From steady-
state considerations, the operational point could be called stable. Dynamically, this 
operation condition might be unstable, depending on the actual magnitude of either slo­
pe. These flow oscillations are called "pressure drop oscillations" and may be similar 
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to those described in section 3.3.1. Only an analysis of the pressure drop characteris­
tics of the channel, as may be derived from a computation may yield some better in­
sight into these low frequency oscillations. 

In (S8) a second type of flow oscillations is mentioned as "density wave oscillations". 
These oscillations occur at a lower flow rate than where the pressure-drop oscillations 
were encountered. Sometimes the density wave oscillations appeared as a superimpos­
ed transient on the pressure-drop oscillations. These density wave oscillations occur­
red there, wherever the pressure drop mass flow curve had a positive slope, e.g. in 
the region of point 1 of the curve C in Fig. 4.6. From the description of these oscilla­
tions given by Stenning, it is obvious that these oscillations are very similar to the os­
cillations of intermediate frequency described in section 3.3.1. Also in the work by 
Stenning the distinction between either types of oscillations was clearly apparent. How­
ever, it is easy to conceive a situation in a system with steep head-flow characteris­
tics of the supply, in which either type of oscillation exhibits nearly the same frequen­
cy and in which it would be harder to differentiate between them (M5). 

In conclusion it maybe said that steady-state considerations makelt permissable to o-
perate in a region with a positive as well as a negative slope of the channel pressure 
drop versus inlet mass flow curve. Flow oscillations result from a dynamic interaction 
between the void distribution in the channel and the inlet mass-flow, which is largely 
influenced by the boundary conditions imposed on the channel. As a result of the devia­
tions from the steady state, pressure forces arise which influence the stability charac­
teristics. A study of the flow oscillations, therefore, cannot be made from the equa­
tions describing the steady state, but must start from equations incorporating dynamic 
effects. The question whether the boundary conditions are formed by a downcomer or 
by return piping incorporating a pump does not effect the analysis. For determining the 
onset of flow oscillations, the equations may be lineari zed where it concerns small de­
viations from the steady state. For determining the characteristics of the flow oscilla­
tions, non-linear effects must be introduced into the equations. 
Any stability criterion for the onset of the flow oscillations described must also be bas­
ed on considerations incorporating dynamic effects. In such a criterion, the characte­
ristics of the supply system, <i. e. of the boundary conditions imposed on the coolant 
channel, have to be taken into account. In chapter 5, the equations will be given des­
cribing the dynamic behavior of a boiling system and a criterion will be derived for 
predicting the onset of hydraulic flow oscillations. 

4.4. B u r n - o u t 

All the experimental series for measuring the steady-state characteristics and the on­
set of hydraulic oscillations have been carried out by increasing the channel power at 
a constant system pressure and a constant inlet-subcooling. A burn-out detector was 
used to protect the heater tube against excessive temperature excursions at high chan­
nel power. In all series the channel power was increased in small steps until the burn­
out trip was reached. It was verified that physical burn-out occurred at fractionally 
higher channel powers than the trip value both under stable and unstable conditions. The 
out-of-balance signal from the burn-out detector has been recorded as a check on the 
temperature rise at burn-out. Burn-out trip under unstable conditions was almost ne­
ver caused by the fact that the amplitude of the steady oscillations became too large or 
so divergent that the trip setting was reached. It was nearly always caused by a sudden 
considerable overheating of the top half of the heater tube. This conclusion was reach­
ed because the burn-out detector traces revealed, apart from regular oscillations, a 
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continuous overheating of the top half. At burn­out the trace went rapidly off scale and 
a trip was obtained, mostly from the top half of the heating element (S3). All the mea­
sured burn­out channel powers have been checked 2 to 3 times, the spread being less 
than ± 3 per cent. 

The conditions under whichburn­out trip was reached are given in Tabel 3.2. The men­
tioned values of the recirculation rate and the steam quality at the outlet of the channel 
apply to the operation condition under which flow oscillations started. 
The burn­out heat fluxes (e.g. the channel power at which burn­out trip occurred divid­
ed by the area of the heated surface) are plotted as functions of the saturation tempe­
rature and subcooling temperature in Fig. 4.7 and 4.8 respectively. In these figures 
also the heat fluxes at the instability threshold have been plotted. As can be concluded 
from Table 3.2. and Fig. 4.7 the bi rn­out heat flux increases with saturation tempe­
rature and thus system pressure. This is a result similar to that obtained in forced­
circulation experiments under stable flow conditions and at low system pressures. It is 
observed that at higher saturation temperatures the curve of the threshold of instabili­
ty approaches the burn­out curve. With Test Section Π and at a system pressure of 
30.7 ata (saturation temperature of 234°C) burn­out was obtained without the flow pas­
sing through the oscillation region. 

The curve, representing the burn­out heat flux as a function of subcooling passes through 

a minimum. The trend of the burn­out heat flux decreasing with increased subcooling 

for low subcooling rates is the opposite to what is normally observed in burn­out ex­

periments with forced circulation, in which the burn­out heat flux generally decreases 

W 

2 
cm 

q 

150 

100 

50 

/ / 
/ / 

jurn-out 
i η α+Q Hi l i t v t h i "Aahi ■ΛΑ 

κ )0 

> 

-< 

t 

r-"* 

y 

■ 

y 

,- —" 

1 

y 
y 

** 

50 

y* 

X 

L - ' " 

y 
y 

y 

y 
y 

-̂  "" 

" > 

' 

- . -
, 

2( 

r ' 

1* 

~ 

)0 

y 

Te 

T f 

4 

S 
s 

' 

st s 

et S 

,* 

o 

îctic 

3CtiC 

r, 2Í 

η Π 

n i 

50 
T sa t ' C 

Fig. 4.7 Heat fluxes at burn­out and instability threshold as functions 
of saturation temperature, Test Section I and II. 

110 



W 
— 2 
cm 

L50 Test Section Π 

..-* aurn-out 
instability threshold 

ν Tsat= 2 0 0 C 

100 Test Section I 

-5-^^r: - A _ _a_ -
50 

10 20 30 40 
A T sub ' C 
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with increasing steam quality at the outlet. One explanation may be that unstable na­
tural convection burn-out for low subcooling rates resembles that with employing a 
"soft inlet" ( i . e . steam quality at the inlet), when at a low flow rate and at low pres­
sure the trend of the burn-out heat flux increasing with increasing quality at the burn­
out point has been observed at low quality (M6). At high subcooling temperatures the 
burn-out heat flux increases again with increased subcooling similar to the behavior of 
the instability threshold. Then, the flow oscillations become smaller and the subcool­
ed region larger. 

It is noted that burn-out occurred at the top half of the heating element, excepted at 
high subcooling rates, see Table 3.2., where the burn-out detector indicated that the 
bottom half would be overheated. Similar effects have been measured in earlier expe­
riments with hot patches (B15). 

Because burn-out occurred almost only under unstable conditions, the measured va­
lues can be expected to below compared with data obtained under stable conditions with 
natural or forced circulation conditions. Evidence of this is provided by the measure­
ments reported in (B12), (LI) and (M7). 
Levy (LI) reported a departure from the forced circulation burn-out data according as 
the degree of instability, i . e . the amplitude of the oscillations, increases. He also 
noted that the unstable flow burn-out heat fluxes increased when the steam quality was 
lowered. As the oscillations became larger, a slight decrease in burn-out heat flux 
with steam quality was measured. These observations are similar to those reported 
here. 
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Similar results have recently been reported by Becker (B12). He observed, using a 
closed loop with natural circulation, that by closing the inlet valve by a certain amount, 
burn-out results were achieved that were identical to those obtained under steady flow 
conditions using forced convection. Otherwise, the natural circulation loop gave lower 
burn-out heat fluxes. As already mentioned in section 4.3. any increase in pressure 
drop in the single-phase part of the system improves its stability. 

The remarks given confirm the believe that hydraulic stability plays an important role 
in burn-out. Further research is needed to establish whether the burn-out point and the 
conditions under which it occurs are governed by a mechanism different from the one 
present under stable flow conditions. It would be interesting to repeat some of the ex­
periments under the same conditions of pressure, subcooling, mass flow and geometry, 
but with forced circulation. Besides, it might be of interest to investigate, even under 
stable flow conditions, the effect of inlet throttling on the burn-out heat flux. 
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5. Theoretical studies 

5 . 1 . I n t r o d u c t i o n 

Many physical-mathematical formulations have been reported in the literature attempt­
ing to describe and to calculate the performance of a two-phase flow system under sta­
tionary and transient conditions or to analyze observed particular phenomena such a s , 
for instance, the occurrence of severe hydraulic oscillations. 

In (SI), (S2) and (S10), theoretical results are reported of the performance characte­
rist ics of a boiling channel under steady-state conditions. Comparisons are made with 
results yielded by experimental studies. In (S2) the effects of subcooled boiling, the 
two-phase friction pressure drop, the acceleration pressure drop, the slip rat io, the 
heat-flux distribution and the incorporation of the variation of saturation temperature 
along the height of the channel on the performance characteristics have been studied. 

Regarding the study of the transient behavior of a two-phase flow and the occurrence of 
hydraulic oscillations, different approaches have been used in the past. In many studies, 
the coolant channel is divided into a number of spatial increments for which the general 
equations, e .g . the conservation laws, the equations of state, e t c . , are formulated. In 
some of these studies the number of increments has been assumed to be small, e .g . 
only two, namely the non-boiling and the boiling region. As a rule , in these studies then 
time delays are used to simulate the transport time of the fluid through the system. 
These studies are normally referred to as 'lumped parameter studies" (Wl), (Ql), (H4) 
and (Z4) and these should be distinguished from "distributed parameter studies" (CI), 
( J l ) , ( J2) and (Si l ) , in which the number of increments is large and the increments are 
mostly evenly distributed along the length of the channel. Another group of studies con­
sists of those in which the occurrence of hydraulic oscillations is considered as an i so­
lated phenomenon and in which an attempt is made to study the possible mechanism or 
controlling parameters . Examples of this group are the studies of Ledinegg (L3) and 
Stenning (S8), discussed in section 4 . 3 . 

In (B8) and (Nl), good reviews have been given of a number of descriptions which ap­
peared in literature prior to 1963. In the introduction, some recent studies were men­
tioned and discussed. The object of the present study is to investigate the general be­
havior of a two-phase naturally circulating coolant system and to formulate a descrip­
tion which might serve for calculating the performance characteristics of steam-gene­
rating units consisting of channels with large L /D n ratios in which the distribution ef­
fects are of importance. In the following, the flow equations for a boiler will be derived 
in a general way. Stability cri teria will be defined and preliminary results will be com­
pared with those obtained from the experiments as well with theoretical results derived 
from (J2) and (CI). 

5.2. B a s i c e q u a t i o n s 

In (VI), (V3) and (V4) results of a theoretical study starting from first principles have 
been reported. The aim of this study was to provide a basis for a detailed theoretical 
approach for an understanding of the heat transfer and fluid flow characteristics of a 
two-phase flow under stationary and transient conditions. So far the study has been r e s ­
tricted to bubbly flow. 
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The study starts by considering a ringshaped volume element AU = 27ΓΓΔΓΔΖ, see Fig. 
5.1, located at a distance ζ from the bottom of a coolant channel of annular and of ro­
tation-symmetrical form. Then the basic equations of motion for the two-phase flow are 
formulated. These equations are formed by the laws of the conservation of mass, mo­
mentum and energy, the equations of state and an equation for the number density dis­
tribution of bubbles, describing the bubble transport in axial and radial directions. The 
number density distribution of bubbles is determined by the process of bubble diffusion, 
demixing effects near the wall, radial and axial convection of bubbles, interaction ef­
fects between adjacent bubbles and growth of the bubbles in the mixture. 

heating element 

shroud 

ι : 1. 

\ \ i ! \ ' ι 

Δυ = 27ΓΤΔΓΔΖ-»·27ΓΓ d r dz 

Δυ = ΔΑΔζ->(1Ααζ 

Γ 

Δ ζ 

Fig. 5.1 Ringshaped volume-element 

In the following the basic equations will be formulated again in a slightly different way. 
As was done in (V3) and (V4), only the process of bubble diffusion and bubble growth 
will be considered. The radial component of the liquid and vapor velocities will be ig­
nored. This means that no radial transport of mass, momentum and energy because of 
convection will take place. Nor will effects of interaction between bubbles be consider­
ed. 

Conservation of mass. 

The principle of the conservation of mass, applied to an infinitely small fixed volume 
element yields a partial differential equation, which is usually called the continuity e-
quation. This equation states that the change in mass with time within the volume ele­
ment Δϋ, see Fig. 5.1, is equal to the difference in rate at which mass enters and leav-
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es the volume element. By taking the limit as ΔΓ and Δζ approach zero, the conserva­

tion law of mass is generally formulated as: 

f£ + div(pV) = 0 . (5.1.) 

Keeping in mind that equation (5.1.) has been derived fora unit of volume dU = 27rrdrdz 

= dAdz and that in a two­phase flow, by definition, a part a' of this volume is occupied 

by vapor and a part (I­α1) by liquid, a separation of both terms in equation (5.1.) into 

contributions from the vapor and liquid and division by dz yields: 

l-t{p1(l-a) + Psa}-dA+^{p1(l-a)v[+psaV}dA = 0 . (5.2.) 

The single­phase continuity equation is obtained simply by setting a' = 0. It should be 
emphasized that the physical quantities denoted with a prime in equation (5.2. ) and al­
so in the following equations are considered to be functions of r , ζ and t. 

Conservation of momentum. 

The principle of the conservation of momentum applied to an infinitely small fixed vo­

lume element yields a partial differential equation which is usually called the equation 

of motion. This equation states that the change in momentum with time of the fluid with­

in a volume element is equal to the difference in rate at which momentum flows into 

and leaves the volume element plus the sum of the surface and body forces acting upon 

the volume element. By considering only friction, pressure and gravity forces, the ge­

neral form of the equation of motion reads (B16): 

^ (pV)+div(pVV)+divr + g radp­pg = 0 . (5.3.) 

Introducing again the contributions by the liquid and vapor phases in the different terms, 

similarly as was done with the continuity equation and ignoring convection and pressure 

gradients in radial direction, the law of the conservation of momentum for a two­phase 

flow reads: 

{p l (l­a)V;+Pg«V)dA+ felvi­V;2* 
at 

, 3V 
(5 .4 . ) 

PsaV2} d A ­ I . f c ( , r 3 ^ ) d A + ffr dA + gjp^ 1­«')'+ p/ }dA ­ 0. 

Conservation of energy. 

The law of the conservation of energy states that the change in energy with time within 
the volume element is equal to the difference at which energy is flowing into and is 
leaving the volume element plus the rate at which energy is being produced there and 
the work done by external forces acting upon the volume element. Expressed in general 
form and considering only the work done by pressure forces this equation reads: 

¿r (ph)+div(pVh)+div(pV) +divu = 0 (5.5.) 
dt 
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Introducing again the liquid and vapor contributions, similarly as was done with the 
laws for the conservation of mass and momentum, and keeping in mind the definition of 
a1 and the fact that all te rms in equation (5.5.) have been divided by27rrdrdz, the law of 

the conservation of energy for a two-phase flow reads: 

k{ '1<1-«V1+ pB«h; }dA+ k{ '1<1-«>VJV PS«VV }dA + 

(5 .6 . ) 

^ z{p(l- ,)V1
,
+ paV}dA-I.| ; :(X ,r^1)dA = 0 . 

In deriving this equation it has been assumed that the conduction of heat in axial d i rec­
tion is negligible. In equation (5.6.) h'j and h ' g are the total energy of the liquid and 
vapor. In practice, the kinetic and potential energy may be disregarded, so that: 

'9 
, v 2 

*Ί = c T i + ΊΓ + gz a c T i » a n d ( 5 · 7 · ) 
»9 V 

Τ I V £ , I 

h = cT + e + -§- +gz « cT + e , (5 .8 . ) 
s s z s 

where c is the specific heat and e is the heat of evaporation taken at constant volume. 

The diffusion equation. 

The number density distribution of bubbles N* which is a function of r , ζ and t and the 
bubble radius R is an important parameter if one is to describe the two-phase flow pro­
cess completely. As mentioned ear l ier , it is assumed that the number density of bub­
bles N' changes during transportation in the fluid only owing to radial diffusion of the 
bubbles. Besides, the radius of the bubbles will change because of the growth of the 
bubbles and condensation. Considering a fixed volume element and formulating the law 
of the conservation of the number of bubbles with radius R, one can express the num­
ber density N* by the relation: 

dN 
dt ' dz r 3r 

(5 .9 . ) 

where D is the diffusion coefficient. 

In (V4) this equation has been further developed. In a prolonged study, the additional 
effects of radial convection of bubbles and the mutual interaction between adjacent bub­
bles are being considered. 

The equations of state. 

The equations of state are expressions for the physical quantities of the fluid in an ana­
lytical, tabular or graphical form. As such are given the changes with temperature of 
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the density of the vapor and liquid phases, of the specific heat ,of the heat of evaporation, 
and of the change in temperature with pressure under saturated conditions: 

f (T s ) 

f\ = f ( T 1 ) 

e = f ( T 1 ) 

T s = f (p) (5.10.) 

c =ί(Τ1) , 

Furthermore, expressions have to be derived for the coefficient of viscosity μ', the 
heat conduction coefficient λ' and the diffusion coefficient D'fora two-phase mixture as 
they appear in the equations (5 .4 . ) , (5.6.) and (5 .9 . ) . In (V4) the increase with respect 
to a single-phase flow of the viscosity, the heat conduction and the diffusion owing to 
the two-phase character of the flow and the presence of nucleate boiling is being ascr ib­
ed to an increased turbulence level caused by the relative motion of the bubbles with 
respect to the surrounding liquid. The local agitations produced by the various bubbles 
is averaged and a mean turbulence intensity is ascribed to the fluid that varies with t i ­
me and position. 

The equations (5 .2 . ) , (5 .4 . ) , (5.6.) and (5.9.) and the equations of state a re further 
developed in (VI), (V3) and (V4). These four equations describe in principle any two-
phase bubble flow condition as a function of the independent variables x, r , t and R. 
Supplementary equations have been derived for the local slip of the bubbles with r e s ­
pect to the surrounding liquid, the temperature in the heating element (energy equation 
for the heating element) and the boundary conditions, particularly the generation of 
bubbles. After the introduction of dimensionles s parameters it was found that 8 s imi­
larity parameters govern the solution of the exact equations. The complete mathemati­
cal treatment of the problem is to be published elsewhere. 
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Fig. 5.2 Steady-state results calculated by a theoretical study based on "first 
principles" (V4). 
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So far, the equations for the steady state have been elaborated further and programmed 
for a digital computer. Some preliminary results are reproduced in Fig. 5.2, where 
the calculated variation in vapor temperature T s , average liquid temperature Tj, the 
temperature of the heated wall Tw , the void fraction a and the Slip Ratio S have been 
plotted as functions of the location along the boiling channel for one operational condi­
tion and for a geometry very close to Test Section I. The onset of subcooled boiling is 
indicated. Beside the assumptions mentioned before, it was assumed in these prelimi­
nary calculations that the local slip between the bubbles and the surrounding liquid is 
negligible. Nevertheless, it is demonstrated in Fig. 5.2 that the overall slip is not e-
qual to unity, because of the non-uniform void concentration across the boiling channel, 
as already discussed in section 4 .1 . 
In the bulk boiling region, the water remains somewhat superheated. There is an over­
shoot present in the wall and liquid temperature with respect to the saturation tempe­
rature. The magnitude of this overshoot depends largely upon the distribution of the nu-
cleation centers on the heating element and data relevant to this must be added to the in­
put data fed into the digital computer. In the calculation of the void fraction, not any 
constants are involved that have to be correlated with experimental results. 
The study is being continued by further analyzing the effects of different quantities on 
on the results. 

5.3. S i m p l i f i e d e q u a t i o n s and b o u n d a r y c o n d i t i o n s 

For a performance and design calculation of the characteristics of a two-phase flow 
system under stationary and transient conditions the equations formulated before are 
yet too complex to serve as abasis . Therefore, the equations (5.2.), (5.4.), (5.6.) and 
(5.9.) will be integrated first with respect to dA = 2irrdr between the limits r e and rg , 
being the outer radius of the heating element and the inner radius of the shroud respec­
tively. The radial variations of the flow quantities are taken into account by introducing 
empirical or theoretical correlations. The integration is performed by assuming that 
the densities of the liquid and steam P\ and pg, and that the specific heat c and the heat 
of evaporation e are independent of the radius and that the cross-sectional area of the 
coolant channel Ac is constant along a small section of the boiler. For performing the 
integration mean quantities will be introduced. 

5.3.1. Simplified equations. 

Conservation of mass. 

By integrating equation (5.2.) and by introducing the mean quantities Vi and Vg defined 
in (4.6.), the conservation of mass equation reads: 

Μ Ρ 1 ( 1 " β ) + Ρββ}+^{Ρ1 ( 1 _ β )^+ ΡΒβ νβ}-° * ί 5 · 1 1 0 

As has already been explained in section 4 . 1 . , the ratio of Vs and Vj is the well-known 
Slip Ratio S, (equation 4.7.). With the Slip Ratio S not only the local slip defined as 
the difference between the gas and the liquid phase velocities (V*g - V*i) is taken into 
account, but also the distribution of either phase over the cross-section. Introducing S 
into equation (5.11.) yields: 

9 ï { p 1 ( l - a ) + P s a ! } + 9 .{ p i ( i - a )v 1 + P s a SV 1 } = 0 ^ (5.12.) 
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In literature equation (5.12. ) is customarily derived on the assumption that a single­
valued velocity is associated with either phase at each cross­section of the channel. The 
ratio of the two velocities is then taken as the slip ratio. But the notion of single­valued 
velocity does not correspond with the way in which the slip factor S is determined ex­
perimentally, see section 4 .1 . 

Conservation of momentum. 

The integration of the friction term in equation (5.4.) results into: 

A
c » _ i „ r ( 

ι fi 8 , ·
 a v

i 
) d A = ­ 2Z 

A L 

, av,
-
»

 s 

" 3 7 = + ^ ( r s V + r e V = F ' ( 5 · 1 3 0 

re
 rs e 

where F is the wall­friction force per unit of length and per unit of cross­sectional a­
rea;F is usually given as an empirical or theoretical correlation. By integrating equa­
tion (5.4.) and introducing the mean quantities Vj, Vg, Vj and Vg defined in (4.6.) and 
(4.18. ) and substituting the equations (4.7. ) and (5.13. ) the law of the conservation of 
momentum reads: 

! { P l ( l ­ a ) V 1 + P saSV l} + f ­ { p l ( l ­ a ) V 2
+ Pg«vJ + ρ } + 

(5.14.) 

+ g ^Ρ,(Ι­α) + Ρ a i + F = 0 . 

In nearly all cases related to performance calculations, the acceleration term in (5.14.) 
is calculated by putting Vi equal to Vj and Vs equal to Vs. As already explained in sec­
tion (4.2.), for an exact calculation of the acceleration pressure drop one needs to know 
the local distributions of the two phases and of the velocities. By measuring these dis­
tributions one could obtain two more "slip"­correlations Sa and Sjj, being the ratio of 
Vj and Vj, and of Vs and V. respectively. 

Conservation of energy. 

The following mean quantities are defined: 

■A­c Ac 

/
i t , Γ t ι ι 

(1 ­α )Τ , dA _ / ( l ­ a J V . T , dA 

χ i ; T , = ¿ L i . (5.15.) 
( l ­ a ) A c (1­«)V1AC 

From the earlier made assumption that there is no pressure gradient along the radius 

of the channel, it follows that there is no variation in saturation temperature over the 

cross­section. Integration of the heat conduction term yields: 

i/f*<>■*£'> " ­ i j [ ¿ ë ] V . <5·ΐ6·> 
1 1 9 



qw is the amount of heat taken per unit length and per unit cross-sectional area which 
is transported from the heating wall into the fluid. By integrating equation (5.6. ) and 
by substituting equation (5.16.) and the mean quantities Vg and Vj defined in (4.6.) the 
conservation of energy equation reads: 

^ P j d - a J c y p ^ c T ^ e ) } + 

ii{p1(l-«)V1(cT1 + £) + P s a V ( c T s + e + - P - ) } - q w = 0 . 
J. s 

(5.17.) 

There is no study known to the author in which the difference in Τχ and Τχ is recogniz­
ed and taken into consideration. In all studies reported up till now, Tj is assumed e-
qual to Tj. The difference between Tj and Tj may be of importance in cases where lar­
ge temperature gradients are present. By introducing a temperature correlator Sc, 
being the ratio of Tj and Tj, the flow distribution effects can be taken into account. 

Diffusion equation. 

Also the diffusion equation has to be integrated with respect to 27rrdr. Moreover, this 
equation has also tobe integrated with respect to the bubble radius R between the limits 
0 and«». The integration has been performed in (V4). It would go too far to repeat this 
here. The result of this integration is that the substantial change with time of the num­
ber density of the bubbles averaged over the cross-section and bubble radius is propor­
tional to the product of the number density of the active crevices times the bubble de­
tachment frequency. The boiling process at the heated wall forms the boundary condi­
tion for the diffusion equation. 

Owing to the complex nature of the diffusion equation and the difficulties involved in 
using this equation ina performance calculation of a two-phase system in both a steady-
state and transient condition, this equation will no longer be used any more. What is 
needed now is another equation for determining the quantity of steam as a function of 
time t and the space coordinate z. Therefore, the energy equation is split up into two 
separate equations, one equation governing the warming up of the liquid phase of the 
flow and a second equation representing the heat supply to the vapor part. The ratio χ , 
of the heat supplied to the steam phase and the total heat input, is given by a correla­
tion based on experimental and theoretical studies. 
The final equations in which the quantities Sa, S^ and Sc have been introduced are given 
below together with the equations of state, the correlation functions for the three slip 
ratios S, Sa and Sfc,, for the two-phase frictional force F, and for the heat division pa­
rameter χ and the temperature correlator Sc. 

Describing equations. 

I. Conservation laws. 

Mass 

l {M 1 - a ) + ^}+fe{',l(1-a)Vl + P s a S V l } =0 ' ( 5 · 1 8 * ) 
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Momentum 

. ^ ( I ­ C O V ^ S V J + U^-^^l· rSbVl + P } 

+ g< P j ( l ­ a ) + Ρ a i + F = 0 . 
(5.19.) 

Energy 

Liquid 

l t{ P l< 1 ­ a > c T l} + M P l ( 1 " 0 i ) V l ( C S c T l + P7 )} = ( 1 ­ X ) q w ' ( 5 · 2 0 · > 

Vapor 

f r { p g « ( c T s + e ) } + f e { p B « B ^ ( o T B + e + ¿ ) } ­ x q w . (5.21.) 

As can be concluded, the total energy equation can be obtained by eliminating χ from 

the two separate equations. 

Π. Equations of state. 

Ps = f <V ^ ­ f í T j ) T g = f ( p ) c = f (Tj) e = f (Tj) . (5.22.) 

HI. Correlation functions. 

S, S a and Sj, 

F 
χ 

slip ratios 

temperature correlator 

wall­friction force 

heat division parameter. 

(5 .23. ) 

In these equations, the independent variables are the time t and the coordinate along 

the coolant channel z. The channel power per unit of cross­sectional area and per unit 

of length must be prescribed. The four main variables in the conservation laws (5.18.) 

to (5.21.) a r e a , Vj, T\ and T g . The quantities p g , p , , p, c and e are determined by 

the equations of state (5.22.) . The quantities S, S^, S^, S c , F and χ have to be given 

by means of the correlation functions (5.23.) . The number of unknowns, equal to 15, is 

in agreement with the number of available equations. 

In this section it has been shown, that one has to make use of correlation functions, 

owing to the integration of the basic equations over the cross­section of the channel. 

The main aim of the theoretical study started by Van der Walle (V4) is to provide a 

theoretical basis for these correlation functions. .Where it is uncertain which flow dis ­

tribution is present in the boiling channel, the quantities S a , S^ and Sc will be put equal 

to unity in the further elaboration of the equations ( 5.18. ) to (5.23.) . 
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5.3.2. Boundary conditions. 

The equations (5.18.) to (5.23.) describe the performance characteristics of a boiling 

channel under steady state as well as under non­steady state conditions. The equations 

can be integrated numerically with respect to ζ and t. The equations describing the 

steady­state characteristics can be derivedfrom (5.18.) to (5.23.) by omitting all time 

­dependent t e rms . 

The boundary conditions for the boiling channel and thus for the describing equations 

are formed by the characteristics of the other parts of the loop, e .g . condenser, sub­

cooler, etc. In nearly all theoretical studies these imposed boundary conditions are 

simplified by assuming, for instance, a constant pressure at the exit of the channel and 

a constant temperature at the inlet of the channel. A more exact formulation of the 

boundary conditions is obtained by setting up the conservation laws for the different 

parts . When a schematic flowsheet of the boiling apparatus is considered, see Fig. 2. 3 

and Fig. 5.4, two main parts can be distinguished: 

a. the part of the loop situated between the exit of the coolant channel and the inlet of 

the downcomer ; this part includes the condenser and consists of a volume of water 

and a volume of steam; 

b. the part of the loop situated between the inlet of the downcomer and the inlet of the 

coolant channel; this part includes the subcooler and consists of two volumes of 

water, with different temperatures, i . e . the hot part and the cold part of the down­

comer. 

In formulating the boundary conditions, it will be assumed that the water and steam 

temperature in part a (condenser) and the water temperature in the hot part of part b 

(downcomer) are equal to each other and that the water temperature in the cold part of 

the downcomer is equal to the temperature at the inlet of the channel. The mean condi­

tions in the subcooler will be assumed as being equivalent to the arithmetic mean of the 

conditions prevailing at the cooler inlet and at the cooler outlet. Furthermore, it will 

be assumed that density variations in the downcomer with time can be neglected. 

For the two parts mentioned the conservation laws will be formulated. 

Conservation of mass . 

The law of the conservation of mass , already extensively formulated in section 5 .2 . , 

but this time applied to the external system between exit and inlet of the coolant chan­

nel, and hence including the condenser and the subcooler, reads after application of the 

assumptions mentioned earl ier: 

. d ( U c o n P c o n ) 

¿A M l ­ a ) V + A p a S V \ ­ { A P . V . I = ° ° η · (5.24.) 
I c Γ ' 1 e s 1) e x ( c 1 I J in dt 

In equation (5.24.) the subscript "ex" denotes the exit and "in" the inlet of the coolant 

channel and U c o n and P c o n the volume and the density in the condenser. The term on 

the right­hand side of equation (5.24.) has to be split up into a part of the condenser 

occupied by water (1­σ)υ ο ο η . Pi o n anda part occupied by steam σ υ ο ο η . p s c o n . Owing 

to the change in water level witn time under fluctuating conditions σ will vary with t ime, 

see Fig. 5.4. 

Conservation of momentum. 

The law of conservation of momentum, applied to the downcomer (part b), is used to 
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derive an equation for the differential pressure over the coolant channel, see Fig. 5.4: 

dV L 
p. ­ ρ =P. g H . + A . gH ­P. g ( H . + H ­ L J ­ A — i l t lLX^p — + 
in ex Leon" d Lin t Lcon6V d t t c d t ¿_^ l,k A 

­ k . è P. . V ­ k 4 Ρ VT ­ friction losses in downcomer. (5.25.) 
in l.in l,in ex l,ex l,ex 

The first three terms on the right­hand side represent the hydrostatic head in the down­
comer. The quantity H^ varies with time. The fourth term represents the acceleration 
loss, summed up for the various parts and related to conditions at the inlet. The fifth 
and the sixth term are the pressure losses across the inlet and the outlet of the coolant 
channel. The friction losses in the downcomer (last term in equation (5.25.)) will be 
accounted for in the further elaboration, by raising the value of kin . 

The law of conservation of momentum across the water height above the coolant channel 

is used to derive an expression.for the pressure in the condenser: 

ρ ­ ρ =­k | P , V2 ­ P, g(H + H ­ L J . (5.26.) 
con *ex ex l,ex l,ex l,con d t t 

Conservation of energy. 

The law of the conservation of energy will be formulated for either part (a and b) sepa­

rately. The heat removed in the condenser will be denoted as Q c o n , that in the sub­

cooler with Q¿. The law of the conservation of energy for the condenser reads: 

+ 

ex 
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In equation (5.27. ) the second term on the left­hand side is the rate at which energy is 
leaving the condenser into the downcomer (subscript di). crUcon is the part of the con­
denser volume which is occupied by steam and (l­ f f)Ucon that occupied by water. 
The law of the conservation of energy for the downcomer yields: 

[Viv i ( c T i+^']d l­[Viv i<o T i+^] l n­«d
 + t E { u d V T i } k · <5·28·' 

The last term in equation (5.28.) is the change in energy with time within the various 

parts of the downcomer. 
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L t 

The total amount of heat supplied to the two­phase mixture is equal to Q=fAcqVidz 

(see equations (5.20.) and (5.21.)). When it is assumed that under steady­state condi­

tions a part β is removed from the two­phase mixture in the condenser, and in the 

downcomer a part (1­/3), the expressions for Q, Q c o n and Q¿ under non­steady condi­

tions can be written as : 

Q =Q 0 {l + E l ( t ) | , 

QCon = ^ o { 1 + E 2 ( t ) } ' <5·29·) 

Qd =d­/3)Q0{l + E3(t)}, 

in which QQ is the channel power under steady­state conditions. The three functions 

E j , Eg and Eg, represent the dynamic characteristics of respectively the heating rod 

(accumulation of heat owing to the heat capacity of the rod and the heat transfer process 

at the wall ; the incorporation of this effect in a distributional way can be done by for­

mulating the energy equation in the heating rod for a small segment and deriving an ex­

pression for qw (equation 5.21.) and the heat input), the condenser (including the con­

troller) and the subcooler. These functions may also be used to introduce into the des ­

cribed flow process, forcing functions, e .g . perturbations (step, ramp or sine) into 

the controlling variables, such as channel power, system pressure and inlet subcooling. 

The boundary equations (5.24.) , (5.25.) , (5.27.) and (5.28.) relate the conditions at 

the exit to those at the inlet of the coolant channel. The equations (5.18.) to (5.21.) 

calculate, together with the equations of state (5.22.) and the correlation functions 

(5.23.) , the values of Tj f T g , Vj and a at the exit of the channel. By means of the four 

boundary equations, (and by using values for k | n , keX , the equations of state, the co r r e ­

lation functions and geometrical and operational data), the values of these quantities at 

the inlet can be calculated again (e .g. Tj , T g and Vj, while a=0) as well as the change 

in water level ILj. The conditions at the exit of the channel and in the condenser a re 

related by equation (5.26.) . 

The equations were derived for a naturally circulating system. The incorporation of a 

pump will generally only effect equation (5.25.) . 

The derived equations, which a re clearly non­linear may be solved by direct numerical 

integration in the two directions ζ and t by a finite difference technique. Also, when 

there are assumed to be only small disturbances from the steady­state, the dynamic 

part of the equations can be linearized and a solution be found in the frequency domain. 

In the following, calculation results will be reported of two theoretical studies made by 

Jahnberg (J2) and by Currin (CI), who integrated numerically, after making some fur­

ther simplifications, the derived equations. After that the linearized approach will be 

dealt with. 

The objective of all these studies is to determine the steady­state characterist ics, the 

onset of hydraulic oscillations and the response of the system to external perturbations. 

5.4. S t u d i e s of J a h n b e r g a n d C u r r i n 

In the analysis of Jahnberg (J2) the one­dimensional approach, as derived before (equa­

tions (5.18.) and (5.23.)) was followed. This means that there a re two independent va­

riables ζ and t . In calculating the dynamic characteristics of a boiling system the fol­

lowing assumptions have been made for solving the equations (5.18.) to (5.23.): 
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a. The pressure drop along the channel is small compared with the mean system pres ­
sure . This permitted the use of space and time independent values for the specific 
density for either phase of the fluid and implies no change in boiling temperature 
along the channel. Also, the specific heat of water and the heat evaporation have 
been chosen as space and time independent values. 

b. It is assumed that boiling under subcooled conditions does not occur. A small cor­
rection is applied to the frictional pressure drop in the non-boiling region, account­
ing for surface boiling. The onset of saturated boiling is calculated from a heat ba­
lance. In the saturated boiling region, the water temperature is assumed to be equal 
to the saturation temperature corresponding with the system pressure. This means 
x=l in equation (5.20.) and (5.21.) . 

c. In the energy equation, the internal energy has been put equal to the enthalpy. 
d. The contribution to the pressure drop of the acceleration of the fluid in the non-boil­

ing region of the channel has been disregarded. 
e. The thermal capacity of the heating element has been disregarded, so that no energy 

equation for the heating element is used. 
f. In the boundary conditions (equations (5.24.) to (5.28.)), the energy equations have 

been disregarded. It has , therefore, been assumed that, under non-steady conditions 
there a re no variations in water level, and that the system pressure and the inlet 
temperature are constant. Two sets of boundary conditions for the pressure drop 
are considered. Fi rs t , the difference in pressure over the heated channel, including 
inlet and outlet losses is prescribed (this is a reasonable approximation for a 
coolant channel in a reactor with many channels). Secondly, a complete natural c i r ­
culation loop, including r i se r and downcomer is being considered and the total p res ­
sure drop is assumed to equal zero. 

The above assumptions imply that the description of the dynamic behavior of a boiling 
channel made by Jahnberg will probably only be correct at medium pressures . 
Experimental correlations have been used for the Slip Ratio, S, and the two-phase fric­
tion force, expressed with the multiplier R, (equation 4 .20. ) . Both correlations were 
based on the work reported by Martinelli and Nelson (M3). The following expressions 
have been used: 
Slip ratio: 

3/4 plV 
S = ( l + s x**) ( . 795+ .410—— ) . (5.30.) 

where s is a pressure dependent parameter. During the transient calculations the ve­
locity dependence of the slip ratio has been disregarded. 

The two-phase friction multiplier R is expressed by: 

R = l + dx , (5.31.) 

where d and b a re pressure dependent quantities. 

Starting from the Jahnberg equations, corrected for the effect mentioned under d, a 
digital computer program has been written (A3) possessing a greater flexibility as r e ­
gards the choice of the expressions for S and R. In studying the possible solution tech­
nique of the set of equations it was found that this system possesses "characterist ics" 
which render the computation procedure in the physical z-t plane much more straight­
forward than the finite difference technique as described in the original publication by 

125 



Jahnberg. The solution of the system was programmed therefore by using the "method 
of characterist ics" which is a more or less "natural" method for the numerical solution 
of this system of partial differential equations. The advantages are that the equations 
become simple and that the correct ratio between the integration steps in ζ and t d i rec­
tion is automatically obtained. 

With this computer program, some calculations have been performed for Test Section 
I at a saturation temperature of 200°C and a subcooling temperature of. 7°C. From the 
first results it was clear that the correlations for S and R as presented in the equations 
(5. 30.) and (5. 31.) were not in agreement with the steady-state experimental resul ts . 
These correlations yielded too low values for the natural circulation rate and too high 
values for the exit void fraction. Therefore, the constants s and d in equations (5. 30.) 
and (5. 31.) were chosen in such away that the recirculation rate and the exit void frac­
tion under steady-state conditions were about the same as they were measured experi­
mentally. Then the response of the system was calculated, following a 2% step input in 
power (equation 5.29.) . 
In Fig. 5. 3 the velocity of the fluid at the inlet of the channel is plotted as a function of 
time for three channel powers. As is shown, divergent oscillations occur at channel 
powers of 75 and 70 kW. At 65 kW channel power, the oscillations have a constant am­
plitude and a period of 1.5 seconds and the two-phase system has an indifferent stabili­
ty. At this channel power the system is becoming unstable. Compared with the measur­
ed value of 162 kW the predicted value is very low. Nor is the predicted frequency in 
agreement with the measured one, see Table 3.2. 
It is considered remarkable that the calculations, based on Jahnbergs equations should 
result in such a large discrepancy with the measured resul t s . In (B12) calculations a re 
reported which approached experimentally determined values more closely. As an aid 

· - t , sec 

Fig. 5.3 Transient results calculated by the study of Jahnberg (J2), Test Section I. 
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to those wishing to repeat the calculations, the main input data will be given. Apart 
from the physical data of water and steam and the geometrical data given in Table 2.1. 
and 2.2. the following data have been used. 

C = . 2 (equation AIO in (J2)) 
4f = . 031 and B=0 (equation A4 in ( J2), 4f = f in equation A4) 
ktø =1.4 (equation (5.25.), including downcomer friction losses) 
k e x = 0 (equation 5.25.) 
s =3 (equation 5. 30.) 

L^ =A / jr— = .489 m (equation 5.25.) 

d = 110 and b = 1 (equation 5. 31.) 

In the calculations it has been assumed that during a time step of. 1 second the channel 
power has increased to 1.02 times the original steady-state value. In the event when a 
pure step function in power as input is chosen, a singularity occurs at t=0inthe mathe­
matical formulation, because of the as sumption that the density of steam along the boiler 
is constant. 
By introducing the correlations for the Slip Ratio, S, and Two-Phase Friction Multi­
plier, R, which will be usedinthe linearized approachto be reported yet, aneven slight­
ly lower instability threshold channel power was found. 
Recently the description of Jahnberg has been improved upon by incorporating some 
initially disregarded effects (H3). Comparative results have not been reported so far. 

A similar study has been reported by Currin (Cl). A digital computer program was 
written (HYDNA code) in order to detect the flow instability in a coolant channel. In this 

'ogram, the effects of subcooled boiling have been taken into account. The courtesy 
of the Westinghouse Corporation, U.S.A., made it possible to perform some calcula­
tions with this computer program for the geometry and operating conditions of Test 
Section I. 
At a saturation temperature of 120°C, the instability threshold was between 54 and 60 
kW channel power. The frequency of the divergent oscillations was .6 c .p.s . At 160 
°C saturation temperature, constant amplitude oscillations appeared in the output when 
the channel power was increased from 120 to 140 kW. At saturation temperatures of 
200 and 220°C, the solution of the equations gave evidence of a stable system until the 
maximum channel power explored of 210 and 260 kW respectively. By comparing these 
results with the experimental results given in Table 3.2., the conclusion is reached, 
that the HYDNA code overrates the instability threshold at the higher system pressure. 
At low system pressure the calculated results are in fairly good agreement with the 
experimental ones. 

Using the computer program of Jahnberg as well as that of Currin, the inverse effect 
of increased subcooling at low and high subcooling rates was qualitatively demonstrated. 

5.5. L i n e a r i z a t i o n of t he e q u a t i o n s and s o l u t i o n p r o c e d u r e 

As has been shown in the analysis of the experimental results, the two-phase flow pro­
cess maybe regarded asa linear process for small disturbances from the steady-state, 
even at high channel powers. For studying the dynamic behavior of a vertical boiler, 
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the equations (5.18.) to (5.23.) (conservation laws, equations of state and correlation 

functions) will be linearized withrespect to small deviations from the steady state. This 

will also be done for the boundary conditions, equations (5.24.) to (5.29.) . 

Furthermore, only the response will be studied to a sinusoidal modulation in the con­

trollingvariables, e .g . Q, Q c o n andQd (equation 5.29.) . In this way, transfer functions 

may be obtained from these variables to dependent variables, such as mass flow, void 

fraction, etc. 

Similar approaches have been reported by Jones (Jl) and Solberg (Si l ) . The equations 

described in (Sil) have been programmed for an analogue computer and the solution i s , 

therefore, somewhat limited by the choice of the number of increments in axial d i rec­

tion. Both approaches are based on assumptions similar to those made by Jahnberg, but 

they do, for instance, incorporate the effect of subcooled boiling. Because of these a s ­

sumptions, particularly as regards the boundary conditions and the pressure effects, 

the influence of any pressure variations with ζ and tupon the conservation laws for mass 

and energy has been disregarded. Therefore, the momentum equation can be handled 

separately. Jones takes into account the characteristics of the heating element. He a s ­

sumes that there i s a fixed location of the boiling boundary and computes at that location 

the variation in void fraction from a heat balance. In the law of the conservation of mo­

mentum, he disregards the discontinuous pressure variation because of this sudden 

change in void fraction. The stability of the system is then examined by using the tools 

of the feedback control system theory, and more specifically, the Nyquist criterion. In 

his equation, he uses the correlations of Bankoff and Martinelli­Nelson for the slip and 

two­phase friction multiplier, which are rather implicitly incorporated into the equa­

tions. 

The basic equations derived before will now be further elaborated. They include all the 

effects which have as yet been disregarded by others. 

In the following, only the main steps of the elaboration procedure will be given. The 

complete linearized equations and the solution procedure will be reported elsewhere 

(:V5). In the elaboration procedure, the equations have been made dimensionless by pro­

perly using significant parameters . This procedure holds certain advantages, s u c h a s , 

for instance, independency of units, a variation of the quantities between narrower limits 

and a more readily apparent comparison between various operating conditions and geo­

metr ies . Next, it is assumed that the variations of all variables with time are insigni­

ficant compared with the steady­state magnitudes of these variables. For instance, for 

the liquid phase velocity is written: 

ν
Γ%

 + Δ ν
ι »

 ( 5
·

3 2
·

} 

where AVjis the smalltime­dependent part of Vj, and Vj 0 the steady­state value. Fur ­

thermore, it is assumed that the variation of Δν^ with time is harmonic, and hence that: 

l'wt 
A V l = VLi ' (5.33.) 

with Vj i being the complex amplitude of the disturbance. This is also done for a , T g , 

T ^ P g , Pp P, S, F , χ , Hd and for Q, Q c o n and Q¿. 

After substituting (5.33.) etc . into the earl ier derived equations and then subtracting 

the steady­state equations, a s e t of equations describing the deviations from the steady­
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state is obtained. In these equations all quadratic terms of the variables are disregard­
ed, so that the remaining equations become linear. It should be noted that by this pro­
cedure the equations describing the steady­state performance characteristics are not 
linearized. 

The harmonic variations of the variables are complex quantities and have tobe expres­
sed in their real and imaginary constituents, e.g. in a form as: 

V.. = V " + JV.1." , etc. (5.34.) 
1,1 1,1 Li 

The ultimate result of this substitution is doubling the number of equations and varia­
bles in the unsteady case. By eliminating the variables P-\, Ρ and ρ (real and imaginary 
parts), using the equations of state and the variables S, F and χ (real and imaginary 
parts), using the correlation functions, two sets of four equations (a "real" set and an 
"imaginary" set) are obtained from the conservation laws of the coolant channel (5.18.) 
to (5.21.), which actually constitute a single system of 8 equations with 8 unknowns, to 

. . _ ­ l l , . t t l II III _ ! ! „ I l l _ l l „ " I „ . „ , . , . . . ­ , . 

wit: Vi ι, Vi ι, α^,α^, Tj j , Tj j , Tg i t Tg i# These 8 equations are ordinary diffe­
rential equations. For instance, the real part of the law of the conservation of mass is 
expressed by: 

t l t l tt tt 

dV da. dT dT . „ 
C — y . + C — + C . ­ ^ ­ + C . — & =C _ . (5.35.) 

1 dz 2 d z 3 dz 4 dz i,5 
The coefficients on the left­hand side of the equation are real, and are determined by 
the solutions of the non­linear equations describing the steady state. 
The term on the right­hand side incorporates the time­dependent terms, the variation 
with ζ of the steady­state quantities and the forcing functions, i .e . the channel power 
and condenser and subcooler heat removal by which the system can be excited. 

The system of equations is integrated numerically with respect to ζ for a given starting 
value of the 8 unknowns at the channel inlet. The integration procedure which is perform­
ed along the channel and which is carried out using a Runge­Kutta procedure, results in 
values of the 8 unknowns at the riser exit, and finally, after application of all (lineariz­
ed) boundary conditions, new values for the mentioned quantities at the channel inlet and 
the quantity H,j ¿ are determined. This is indicated schematically in Fig. 5.5. 
Generally, the last determined values will not agree with the first estimates. In deter­
mining the correct starting values, use is made of the linearity of the system, which 
allows of applying the principle of superposition for adding up various solutions. This 
procedure will be reported extensively elsewhere (V5). 

The integration of the equations describing the steady state is also performed, using a 
Runge­Kutta procedure. The determination of the correct value at the inlet is carried 
out by an iteration procedure using the boundary conditions. 

The equations have been programmed for a digital computer. The formulation of the 
solution procedure as well as the drafting of the digital computer program have been 
carried out by the Consultant Firm Rescona Ltd. at Amstelveen. The correlation func­
tions for S, F, χ and for k e x are introduced in the program in the form of subroutines, 
which results in a large flexibility. 

5.6. S t a b i l i t y c r i t e r i a 

So far, only a closed­loop system has been considered, i . . the riser coupled with the 

downcomer. From the digital computer program, the closed­loop characteristics can 
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be calculated, for instance, the transfer functions from the channel power to dependent 
variables, suchas mass flow, void fraction, etc. 

In stability analysis, it is often much more convenient to consider an open-loop analy­
sis. System stability can be examined by applying the concepts of control system theo­
ry. Any instability condition is then more readily signalized, and the necessary mea­
sures for improving the stability can be readily determined. For defining stability cri­
teria the open-loop analysis will be followed. The problem is , however, where the 
required cut in the closed-loop has to be made. In order to investigate this problem the 
schematic diagrams of Fig. 5.6 and Fig. 5.7 have been drawn up. 

The hydraulic instabilities that are of interest here are those that are typical for a na­
tural circulation system. In a forced circulation boiler with steep head-flow characte­
ristics, no hydraulic instabilities, such as considered here, have been found. This 
suggests considering a forced circulation boiler, as shown in Fig. 5.6. A pump is pre­
sent in the downcomer, which pump generates a pressure rise, corresponding with a 
rise in saturation temperature ΔΤ8. The pump measures the fluctuations in mass flow 
V\ i and translates these variations into ar ise in saturation temperature of ΔΤ8 j . Now 
it is assumed that the system is brought into excitation by controlling the pump with a 
sinusoidal signal corresponding to a desired fluctuation in mass flow Vj^j. The magni­
tude of ΔΤ8 j , see Fig. 5.7, is dependent upon the difference between v̂  ι and Vj j . 
The dependence may be simply expressed by: 

Δ Τ Μ = Λ(νν · <5 ·3 6 · ) 
where Hp i sa measure of the pump characteristics. The larger Hp becomes, the higher 
is the pressure rise upon a certain change in mass flow. Actually, Hp is a transfer 
function and thus a complex quantity. The following transfer functions for the open-loop 
without a pump and with a cut, as indicated by the broken line in Fig. 5.7, are defined 
as: 

J(H lA I \ V T 
r - » χ / d o I . r - » in \ 

Ρ Ρ 

Here G± and G2 determine the change in saturation temperature (pressure) and mass 
flow rate at the outlet of the downcomer upon a variation in saturation temperature 
(pressure) at the inlet. 

The transfer function for the closed-loop from imposed modulation in mass flow to the 
saturation temperature at the inlet of the channel can then be written as: 

(5.38.) 

or as: 

T 4 
S,l 

0 

\ i 
o 

HV. 
Ρ Ι,ι 

H P 
ι 

^ S - ^ p S 

1 

1 - G + HGn 1 ρ 2 

(5.39.) 
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An instability condition is obtained when the transfer functions (5.38.) and (5. 39.) ap­
proach infinity. There a re two conditions where this is indeed the case: 

a. For large values of Hp, the system will always be stable, as long as G2 does not 
approach zero. For large values of Hp , the transfer function (5.38.) approaches 
the value of I /G2. From the definition of G2, it may be concluded that G2 will nor­
mally never approach zero, unless resonance conditions appear within the boiling 
channel. 

b . For sufficiently low values of Hp , the transfer function (5.39.) approaches the va­
lue of l / ( l - G ] ) , and an instability condition is obtained when Gj becomes +1 for 
some frequency (for small values of Hp the quantity HpVj ^ (in equation (5.39.) be ­
comes equal to ΔΤg j , see Fig. 5.7). 

It appears to be advantageous, therefore, to calculate the open-loop transfer functions 
Gi and G2 and see whether the modulus of G^ approaches a condition of +1, and at the 
same time whether the phase angle has reached a value of about 0° or 360° for H = 0 , 
or whether the modulus of G2 has become sufficiently small, for large values of Hp . 

In the following, some results will be presented of calculations in which the equations 
outlined before were used. 

5.7. R e s u l t s of c a l c u l a t i o n s w i t h t h e l i n e a r i z e d e q u a t i o n s 

Before starting any calculation, the input data must be specified. In the following some 
results of calculations are presented to demonstrate that the approach outlined in the 
previous sections is applicable. In these first calculations, some input data have been 
simplified. 

In the channel equations for the r i s e r , (5.18.) to (5.23.) , the quantities S^, S^ and Sc 

have been put equal to unity. In the equations of state, c and e are assumed to be inde­
pendent of variations in Tjwith ζ and t . The variations in pg, Pj and T g have been taken 
into account by introducing into the equations values of apg /dTg , 3Pj/3Ti and (3T/3p) s a t 
obtained from physical tables, see for instance, Table 3 . 1 . 

In applying the correlation functions for the Slip Ratio, S, the wall-friction force, F , 
and the heat division parameter, χ , it is assumed, that under dynamic conditions, the 
magnitude of these quantities is determined by the steady-state equations from the in­
stantaneous values of the flow variables. 

For the slip rat io, equation (4.13.) is used with experimentally determined values of 
a and CQ, see Figs 4 .3 and 4 .4 . For the wall-friction force, F , the Fanning equation 
is used in the single-phase region, with the experimental values of f, see section 2 . 3 . 
In the two-phase region, use is made of the Two-Phase Friction Multiplier, R, see 
equation (4.20.) , as evaluated by Martinelli and Nelson (M3) and formulated by Jones 
(J l ) , (KAPL-2170 and 2208). No correction has been applied for any mass flow effect. 

The correlation of χ was based on the cri teria of Bowring (BIT). The onset of subcool­
ed boiling and the first detachment of bubbles was calculated according to (BIT). The 
onset of saturated boiling was calculated from a heat balance. In the non-boiling region, 
χ is put equal to zero. In the subcooled boiling region, χ is chosen a s : 

Τ - Τ 
χ = - - , ( 5 .40 . ) 

Τ - Τ 
s b 
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where T^ is the liquid temperature at which, according to (BIT), bubbles detach from 
the wall. In the saturated boiling region, χ is assumed to be equal to: 

ι J T l " T s ) χ = 1 + F i '- . 

A d 
Ht 
σο 

= . 0096 m 2 

= 1.044 m 
= .75 

· Ί - (5.41.) 
Tsat 

By means of the factor F j , any superheating of the liquid in the saturated boiling region 
can be adjusted. The assumption that in the subcooled region there is no thermodynamic 
equilibrium and that in the saturated boiling region a complete thermodynamic equili­
brium is present , appears to have been made fairly arbitrari ly, but this will come 
about gradually, see Fig. 5.2. The main advantage of this choice for the χ procedure 
is that only a single set of equations is used for the entire channel. 
The procedure for χ in the subcooled region differs from that suggested by Bowring, 
who assumed κ to be constant in that region. The new procedure eliminates any diffi­
culty in the formal linearization procedure wherever χ should exhibit discontinuities at 
the locations of the onset of subcooled and saturated boiling. Furthermore, any con­
stant value of χ seems hardly acceptable physically. It has been checked that, in s tea­
dy-state calculations, either procedure gives about the same result as regards the 
operating conditions and geometry under discussion. 

For the boundary conditions, equations (5.24.) to (5.28.),the following data have been 
used: 
u con = . 1454m 3 A c o n = .495 m 2 , (see Fig. 5.4) 
Z u d = . 0 3 3 m 3 

HH = 1.702 m 
α 0 

A c 2_, T~ = · 489 m (in Test Section I) 
* = . 776 m (in Test Section II), equally divided between the cold and the hot 

parts , see Fig. 5.4. 

k i n = 1 . 4 (Test Section I and II), including downcomer friction losses, 
kex = 0 . 

Furthermore, the functions E2(t) and Eß(t), equation (5.29.),have been put equal to ze ­

r o . Ej(t) is a sinusoidal function, i . e . the channel power has been modulated with a 

sine. In the calculations the number of steps in axial direction was 80 in the steady­

state calculations and 40 in the dynamic calculations. For the other input data, re fe­

rence is made to Tables 2 . 1 . and 2 .2 . 

The results of these calculations will be presented in the following. 

Steady­state calculations. 

The calculated distribution of the void fraction and the liquid and saturation temperature 

have been plotted in Fig. 5 .8 . The distribution of the temperatures resembles that cal­

culated with the aid of the theoretical model based on first principles, see Fig. 5.2, 

and results in this case from the assumed χ procedure. Owing to the choice of the slip 

correlation and the two­phase friction multiplier it is not surprising that there should 

be an excellent agreement between the measured and predicted void fraction data and 

some discrepancy between the values of inlet mass flow ra te . The fact that the choice 
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199.5 

Fig. 5.8 Calculated and measured results of the steady-state charac- ter is t ics , 
Test Section I. 

of the Two-Phase Friction Multiplier, R, has practically no influence on the void f rac­
tion has already been reported in (S2). The calculated slope of the mass flow rate ve r ­
sus channel power curves corresponds, however, to the measured one. 
The results of the mass flow rate can only be brought in better agreement, by a further 
and more throughgoing analysis of the measured pressure loss. data. 

Stability characterist ics. 

In Fig. 5.9, open and closed-loop characteristics have been plotted f o r a saturation 
temperature of 200°C in the intermediate frequency range of . 6 to 1.4 c. p. s . for diffe­
rent channel powers. In the plot of the open-loop characterist ics, Gj_, it is shown that 
an unstable condition is passed when progressing from 150 to 151 kW channel power. At 
150 kW the modulus of G^ becomes larger than unity but the phase angle does not ap ­
proach the value of 0 or 360° . At 151 kW the modulus of Gx is larger than unity and 
the phase angle becomes zero, which indicates that the system is unstable. 
Here it should be pointed out that conditions of G^ in which the argument is zero, but 
the modulus is in excess of unity a re not unstable in the linearized approximations. 
However, these conditions a re generally termed "conditionally stable" conditions in 
control theory, as large amplitude fluctuations tend to decrease effectively the modulus 
with only small changes in the phase because of non-linear saturation effects. In p rac­
t ice, these conditions a re therefore only stable for very small oscillations and tend to 
develop self-sustained finite amplitude oscillations. Furthermore, by calculating the 
conditions between 150 and 151 kW channel power, a condition will be found where the 
condition Gj = 1 is exactly fulfilled. 
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A comparison between the open and closed-loop results at 150 and 151 kW leads to the 
conclusion that large amplitudes in inlet mass flow occur. Also in the closed-loop, a 
condition will be found corresponding to G^ = 1, where the amplitude ratio becomes 
infinite. 
These characteristics indicate that G^ is a good criterion for detecting any instability. 
The instability threshold is most sharply determined and readily defined by a plot of Gi 
and particularly of the argument of G^ , against the frequency. The closed-loop cha­
racteris t ics a re only of limited value in that respect . 
The predicted instability threshold of 151 kW at a frequency of . 947 c. p. s . is in fairly 
good agreement with the experimentally determined values of 162 kW and a frequency 
of . 9 3 , see Table 3.2. 

As is shown in Fig. 5.9, the system is stable again at a channel power of 200 kW. When 
the argument is zero, the modulus is less than unity. Some investigators, for instance 
at Grenoble (F l ) , have reported an experimentally measured instability region. In the 
experiments reported here, always a condition of burn-out was reached when the chan­
nel power was increased into the fluctuating region. It might be interesting to repeat 
the calculation for the geometry and operating conditions for the Grenoble loop. 

It is fairly difficult to compare the calculated closed-loop results with the experimen­
tally determined transfer functions. In the calculation, the characteristics of the heat­
ing element have not yet been taken into account, whereas in the measured transfer 
functions, the response characteristics of the heating element are incorporated. The 
heating element will behave roughly as a f irst-order system, and this results in an a t ­
tenuation anda phase shift and may account for the discrepancy between the experimen­
tally and theoretically obtained transfer functions. 

A further calculation was performed in which the characteristics of the condenser and 
subcooler have been accounted for. 

For E 2 , equation (5.29.) , was written: 

E (t) = [b T . + b W . β ] ω , (5.42a) 
2 V ' [ q s,i v m, i_ | r e

 ι ° · ; 

and for Eg: 

E 3 ( t ) = [ b c \ i + b d \ i ] d l
e 3 W t * <5-42b> 

The values of b q , by, b c and b d have been chosen as .025, .1075, .0006 and .1454. 
Calculated points for this condition have been plotted in Fig. 5.9. In the frequency 
range under consideration, a small change in condenser and subcooler characteristics 
has no influence upon the results in the intermediate frequency range. 

In Fig. 5.10, open-loop characteristics a re presented for the low and high frequency 
ranges. In these frequency regions, |G-Jlikewise approaches or exceeds unity and the 
phase angle is likely close enough to 0° for oscillations to develop. 
As is shown, in the low frequency range the incorporation of the subcooler and conden­
ser constants (equations (5.42. a and b)) greatly influences the resul t s . It may be con­
cluded that lowfrequency oscillations will develop over a wide range of heating powers. 
The channel power has a stabilizing influence in this low frequency range. These r e ­
sults are comparable with the observed low frequency oscillations, see section 3 . 3 . 1 . 
and correspond with the observations made by Stenning (S8). 
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In the high frequency range, the sudden increase in [G­jJ is accompanied by a sudden 

drop in |G2J . The phase angle of G, exhibits very strong variations with frequency. 

The instability of a forced convection boiler as given by the condition G2<3(1 appears 

to be only possible at the high frequency range. Further experimental and theoretical 

research is needed to investigate whether the fluctuation in void fraction found experi­

mentally (see section 3 . 3 . 1 . ) corresponds to the theoretically predicted instability. 

Longitudinal distribution. 

At a saturation temperature of 200°C and a channel power of 150 kW (and in one case 

also at 151 kW) the distribution along the channel has been calculated of the variation 

in the saturation temperature (pressure), in liquid temperature, in the liquid velocity 

and in the void fraction upon a sinusoidal variation in channel power. This has been 

done for four frequencies, i . e. at . 0006 c. p. s. (at the maximum of G-¡), at . 121 c. p. s . , 

at ¿947 c . p . s . (at the instability threshold) and at 11.82 c . p . s . These distributions 

are presented in Figs 5.11 to 5.14. In the upper part of the diagrams, the modulus is 

plotted per kW channel power variation and in the lower part the phase shift is plotted 

with respect to the channel power modulation. 

At a frequency of . 0006 c. p. s . , Fig. 5 .11, it is shown that at the inlet of the coolant 

channel the variations in saturation temperature, liquid temperature and mass flow 

rate are in phase with each other. Furthermore, the amplitude of the variations in l i ­

quid temperature at the inlet is much smaller than that of the saturation temperature. 

Also the phase shift along the channel is roughly constant, which is indicative of a qua­

si­steady­state behavior. These results are in agreement with the observations made 
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Fig. 5.12 Calculated longitudinal distributions, . 121 c .p . s . , Test Section I. 

during the low frequency oscillations, see section 3.3.1. From Fig. 5.11 it may also 
be concluded that the variation in void fraction is largest at the bottom part of the chan­
nel. The phase lead in void fraction has also been observed in the modulation experi­
ments ; this can be attributed to the influence of the condenser characteristics. A further 
analysis of the influence of the system characteristics on the stability may be of im­
portance to the nuclear as well as the steam boiler industry. 

At the frequency of . 121 c. p. s . , the amplitudes of the four signals are much smaller 
than at the modulation frequency of .0006 c .p .s . and also much smaller than at the 
higher frequencies to be presented yet. The tendency can be observed that at the inlet 
of the channel, the variation in liquid temperature becomes larger than that of the sa­
turation temperature. The variations in void fraction and in inlet mass flow are rough­
ly in phase and 140° out of phase respectively with the channel power. This is in 
agreement with the transfer function measurements, see for instance Figs 3.25 and 
3.26. 

In Fig. 5.13, the results are shown for a frequency of . 947 c. p. s. and at 151 kW chan­
nel power,' just after the predicted onset of hydraulic instabilities. At 150 kW channel 
power, just before the predicted onset, the curves are only given for the void fraction 
and the liquid velocity. As is shown, when the system is unstable (151 kW), there is a 
difference in phase of about 180° between the void fraction at the inlet and exit of the 
channel and between the void fraction at the inlet and the inlet mass flow rate. Also 
there is a difference in phase of roughly 180° between the void fraction at the inlet and 
the saturation temperature atthe outlet, which almost corresponds to the system pres­
sure. Finally, the void fraction and the liquid temperature at the inlet are about in pha­
se. All these results correspond to the observations made in the recorded signals dur­
ing hydraulic oscillations, see for instance Fig. 3.20 and Fig. 3.22. Going from stable 
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Fig. 5.13 Calculated longitudinal distributions, .947 c . p . s . , Test Section I. 

into unstable operation, the amplitude of the void fraction and mass flow oscillations 
increases considerably. The oscillations in void fraction are largest at the bottom of 
the channel. Furthermore, large oscillations in inlet temperature occur, in contrast 
to those in the saturation temperatures. This is likewise in agreement with the experi­
mental results presented before, see Fig. 3.22 and section 3. 3. 3. 
The oscillations in liquid velocity at a channel power of 151 kW are largest at the inlet 
and outlet of the channel and smallest at about . 8L from the bottom of the channel. At 
this minimum, a large variation in phase shift of about 120° occurs. The fluctuations 
at the inlet and outlet a r e , therefore, about opposed in phase and resemble more or 
less a standing wave, i . e . it represents approximately a half-wave length oscillation 
in the velocity distribution. 

The high frequency oscillation, Fig. 5.14, is characterized by near-zero variations of 
the liquid velocity at the inlet; this shows that this instability is essentially that of the 
forced convection boiler. In the liquid velocity large variations in phase shift occur 
whereverthe amplitude of the oscillations is small. It may be concluded therefore, that 
these oscillations have again the character of standing-wave oscillations, but this time 
with smaller wavelengths than appeared in the 1 c. p. s . instability. The velocity d is t r i ­
bution of Fig. 5.14 shows that it is approximately an oscillation with 3/4 wavelength 
over the channel length. The subsequent sharp peaks in the Gj distribution of Fig. 5.10 
are almost certainly the result of higher-order instability with successively shorter 
wavelengths. 
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Fig. 5.14 Calculated longitudinal distributions, 11.82 c .p . s . , Test Section I. 

Some more calculations have been carried out to look into the influence of system pres­
sure, hydraulic diameter and the magnitude of the two­phase friction loss on the onset 
of the hydraulic instabilities in the intermediate frequency range. A start was also ma­
de to detect the influence of subcooling at the inlet. Owing to programming difficulties, 
possibly resulting from the subroutines, the run with subcooling has not yet been com­
pleted succesfully. 

System pressure. 

Calculations have been performed at 120°C and 234°C for Test Section I. At a satura­
tion temperature of 120°C and a subcooling of .2°C it was found that at a channel power 
of 60 kW the system was stable, but at one of 65 kW unstable. The frequency where the 
phase shift became zero at 65 kW was 1.18 c. p. s. At 234°C saturation temperature 
and a subcooling of . 8°C the instability threshold was detected between 255.5 and 258 
kW channel power and the zero phase shift frequency at 258 kW was equal to 1.061 c .p .s . 

Hydraulic diameter. 

A calculation was performed at 200°C for Test Section Π. At 200°C saturation tempe­
rature and a subcooling of .7°C, the instability threshold was found between 305 and 
307.5 kW channel power àt a frequency of 1.28 c .p .s . at 307.5 kW. 

The results as regards the influence of the pressure and the geometry are in fairly good 
agreement with the experimentally obtained values of the instability threshold, see Ta­
ble 3.2. The largest deviation, one of 10%, was obtained in Test Section Π. 
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Two-phase friction loss . 

One calculation was performed in which, at a saturation temperature of 200°C, and a 
subcooling of ,7°C and for Test Section I, the Two-Phase Friction Multiplier, R, was 
multiplied by a factor of 1.25. The result was, that the theoretically obtained instabi­
lity threshold decreased from 151 kW to 140 kW channel power. This result is qualita­
tively in agreement with the experimentally observed shift, see section 4 . 3 . 

In this section the equations have been derived describing the performance character is­
tics under steady and non-steady conditions. Special attention has been paid to the for­
mulation of the boundary conditions and the introduction of the pressure effects. Fur ­
thermore , a stability criterion was defined for detecting the onset of flow oscillations 
in the intermediate frequency range. Preliminary results have been reported for ope­
rating and geometry conditions similar to those of the experiments. The steady-state 
performance characteristics as well as the instability-threshold channel powers pre­
dicted theoretically were in good agreement with the measured data. Furthermore, it 
was shown that the experimentally determined character of the hydraulic instabilities 
was similar to that predicted theoretically. It would be interesting to extend this des ­
cription with an energy equation for the heating element. Moreover, further analysis 
work is necessary regarding the phenomena governingthe onset and character of the hy­
draulic instabilities and concerning the choice of which parameters are of less signifi­
cance and may hence be safely disregardedé In a further study attention must also be 
given, particularly in the low frequency range, to the pressure-drop characteristics of 
a boiling channel and to the influence of condenser and subcooler characteristics on the 
stability. 
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6. Conclusions 

The results of an experimental and theoretical study have been reported on the steady-
state and stability characteristics of a naturally circulating boiler. In general it can be 
said that there is a lack of systematic data on the onset of hydraulic flow oscillations 
and on the stability characteristics of a two-phase flow in dependence of the operating 
conditions. Furthermore, there is a need for more detailed information, theoretical as 
well as experimental, in order to obtain a better characterization of the various types 
of flow oscillations. The work described gives a contribution towards a better under­
standing of the two-phase flow stability characteristics. 

One of the most important variables determining the heat transfer and fluid flow cha­
racteristics of a boiling channel is the void fraction. Therefore, much work has been 
devoted to the development of a new technique for void fraction measurement, i .e . the 
impedance void fraction method. As appears from the results, this measuring method 
is entirely suitable for void measurement under steady-state and transient conditions. 
The method is simple and inexpensive in comparison with the γ-ray attenuation techni­
que. Similar experiences have been reported in (C2) and (01). Although the impedance 
method is particularly suited to void fraction measurements in transient conditions, the 
7-ray attenuation technique may be better suited for void distribution measurements. 

In the experimental program, use has been made of the characteristics of the noise, 
expressed in autocorrelations, cross-correlations, spectral power densities and cross-
power densities in determining the onset and character of flow oscillations and the sta­
bility characteristics of a steady state in terms of transfer functions. The application 
and the effectivity of noise analysis in obtaining information on the dynamic behavior of 
a two-phase system has been demonstrated. The cross-correlation technique has been 
found to be a powerful technique for eliminating the effects of external noise. The tech­
nique using a harmonically oscillating input yields accurate results, but the required 
measuring time is long. Some improvement may be gained by application of a multi-
frequency signal method. The application of the analysis of the inherent noise asks for 
further development and evaluation work. 

Results were given of measurements determining the steady-state performance charac­
teristics of the boiling channel with natural circulation. An attempt was made to plot 
the results in terms of non-dimensional quantities for the heat load, subcooling, pres­
sure and for the dependent quantities. Although this was not successful, it would be in­
teresting to continue the analysis in this way and to include experimental results from 
other sources, especially from those carried out with other liquids. 

An analysis of the experimental results was made in terms of the Slip Ratio, S, and the 
Two-Phase Friction Multiplier, R. It was shown that the slip ratio is a ratio of weighted 
average phase velocities and therefore dependent on the distribution of the void fraction 
across the channel. Furthermore, it has been shown that, in deriving two-phase fric­
tion losses from pressure measurements along a boiler, accurate results can only be 
obtained when the influence of the cross-sectional distributions is understood. 
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The void fraction data were plotted in the "weighted mean velocity-average volumetric 
flux density" plane, proposed in (Zl). From this plot it may be deduced that flat profi­
les for the velocity or concentration distributions are present under the operating con­
ditions reported. 
Although the work reported in (B14), (T2), (V4) and (Zl) contributed a great deal to­
wards the knowledge of the characteristics of a two-phase mixture, more development 
is needed, particularly as regards the recognition of flow regimes and the theoretical 
and experimental prediction of concentration and velocity distributions over the cross-
section of the flow channel. This is a prerequisite to any further analysis of the pre­
sented steady-state data. The presently available experimental correlations for S and R 
are not altogether satisfactory in this respect. 

During operation, it was possible to distinguish between three types of flow oscillations 
with frequencies of roughly .03, 1 and 15 c .p.s . By adopting a criterion for defining 
the onset of the 1 c .p .s . hydraulic oscillations, the influence has been systematically 
measured of the system pressure, subcooling and hydraulic diameter on the instability 
threshold channel power. At high system pressures, there was a gradual increase in 
amplitude of the flow oscillations with increasing channel power, in contrast with low 
system pressures, at which the flow oscillations tend to start more spontaneously. At 
low subcooling rates, increased subcooling precipitates, and at high subcooling rates 
this postpones the onset of severe hydraulic oscillations. This effect is more pronounc­
ed at high system pressures and for test sections with large hydraulic diameters. Any 
increase in hydraulic diameter postpones the onset of hydraulic oscillations to higher 
channel powers. Recordings of the relevant physical quantities revealed that during hy­
draulic oscillations the void fraction near the inlet and outlet of the coolant channel were 
roughly 180° out of phase. The same was true for the void fraction and the mass flow 
rate at the inlet. 

The influence of the operating conditions on the stability of a steady state, when expres­
sed in transfer functions, was similar to that on the instability threshold channel power. 
It was also found that, as regards the stability characteristics, the influence of increas­
ed subcooling at low subcooling rates is opposite to that at high subcooling rates. From 
the transfer function measurements it could be concluded that the two-phase flow pro­
cess may be regarded as alinear process for small disturbances from the steady state, 
even at high channel powers. 

Characteristic of all measured transfer functions was the appearance of a sharp reso­
nance peak when the instability threshold was approached. The resonance peak is cha­
racter ist:-of a naturally circulating system and is caused by a strong intercoupling be­
tween the steam void and the inlet mass flow. The flow oscillations appear owing to the 
fact that this intercoupling becomes unstable, and not to the fact that the flow is respond­
ing to a present boiling instability or flow-pattern instability. The intercoupling effects 
are strongly influenced by the boundary conditions. It is, therefore, clear that in an ana­
lysis of hydrodynamic instability, not only the region of the two-phase flow, but the entire 
system, including the downcomer, and, if necessary, the pump characteristics have to 
be taken into account. Furthermore, any study of the flow oscillations must start from 
equations incorporating dynamic effects. A stability analysis based on steady-state cha­
racteristics as, for instance, proposed in (L3), is only of limited value. 

Burn-out channel powers and heat fluxes have been presented for various values of sys­
tem pressures and subcoolings. Nearly all burn-outs were obtained under unstable flow 
conditions. The results confirm the belief that hydraulic stability plays an important 
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rôle in burn-out. It would be interesting to repeat some of the experiments under con­
ditions of forced circulation and with a heating element having a different time con­
stant. Besides, it might be of interest to investigate the effect of inlet throttling on the 
burn-out heat flux, even under stable flow conditions. 

A set of basic equations has been derived describing the performance characteristics in 
steady-state and transient conditions of a boiling system. These equations have been in­
tegrated over the cross-section of the coolant channel. Owing to this integration, it was 
shown that correlations have to be introduced which account for distributional effects. 
Special attention has been paid to the formulation of the boundary conditions and the in­
troduction of pressure effects. As was shown in the analysis of the experimental r e ­
sults , the two-phase flow process may be regarded as a linear process for small d is ­
turbances from the steady state. Therefore, the derived equations were linearized. By 
considering an "open"-loop, two stability cri teria were defined for detecting the onset 
of flow oscillations. These criteria are defined by means of the transfer functions for 
the "open"-loop from an imposed variation in saturation temperature at the inlet to the 
resulting variation in saturation temperature and mass flow rate at the outlet of the 
downcomer. It might be concluded that an instability determined by the latter transfer 
function is related to a forced convection boiler incorporating a pump with steep head-
flow characteristics in which resonance conditions may appear within the boiling chan­
nel . The first mentioned transfer function is related to a natural circulation boiler. 

Preliminary results of the steady-state performance and "open"- and "closed"-loop 
characteristics have been reported. The steady-state performance characteristics as 
well as the instability threshold channel powers predicted theoretically were in good 
agreement with the measured data. Furthermore, it was shown that also in the very 
low and high frequency region, flow oscillations may develop. The experimentally de­
termined character of the 1 c. p. s. flow oscillations was similar to that predicted theo­
retically. The 1 c . p . s . flow oscillation resembles more or less a standing wave, i . e . 
it represents approximately a half wavelength oscillation in the velocity distribution. 

It will be necessary to extend the theoretical description with an energy equation for the 
heating element. Only then will it be possible to compare the theoretically and experi­
mentally obtained closed-loop characteristics in detail. Moreover, further analysis 
work is necessary regarding the phenomena governing the onset and character of the 
hydraulic instabilities and concerning the choice of which parameters are of less s ig­
nificance and may hence be safely disregarded. In a further study attention must also 
be given, particularly in the low frequency range, to the pressure-drop characteristics 
of a boiling channel and to the influence of the condenser and subcooler characteristics 
on the stability. 
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