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An Appreciation of Regional Policy

Evaluation Studies

Introduction

Terms of Reference

The study, An Appreciation of Regional Policy Evaluation Studies (ARPES),

has the following terms of reference:

- To catalogue the major studies which attempt to measure the effects

of regional policy.
- To provide a typology of the evaluation methodologies used.

- To detail the nature of the techniques used to evaluate the Effect
of policy.

- ‘To provide critical comments on the techniques used to evaluate

regional policy.

The Context of Evaluation

At its broadest level, evaluation can be defined as the examination of

the comparative merits of different courses of action (Lichfield, 1975).

A comprehensive evaluation study would therefore be concerned with the
examination of a variety of aspects such as problem definition and per-
ceptions, goal formulation, policy design, policy implementation féatures
and a broad range of policy effects such as resource and exéhequer effects,
cost benefit analysis and the impact of (regiocnal) policy on such factors
as employment and investment generation in, and the movement of firms to,

the assisted areas.

In the context of the ARPES study, evaluation is defined and used in a
much more limited and partial way; the evaluation studies which form

the basis of this report are those which seek to measure the size of the

regional policy effect in terms of job creation, investment generation
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and firm movement. As such, this type of study is, by and large, limited
in what it can say about regional policy; while the "studies provide
measures of the size of the policy effect (in either absolute or relative
terms) they provide little insight into why policy has had the observed
effect or whether an improved effect could be achieved by, for example,

a more appropriate policy design or implementation procedure. In addition
to tﬁis, it is also the case that while the studies examined can determine,
subject to a number of reservations, the size of the policy effect, we
are generally not in a position to decide whether the identified effect
can be regarded as substantial or acceptable or whether, and to what ex-
tent, the policy can be regarded as effective or successful. This follows
because the goals of regional policy are generally not specified in the
form of quantitative targets so that the identified effect cannot be
measured or assessed in relation to goal achié&emeht. Even if targets
were set, however, this would not solve the problem since the target
itself would be open to question. At best then, and to the extent that
evaluation techniques can isolate and quantify the policy effect, the
most that can be said about the effect of policy is that the situation

would have been that .much worse had there been no regional policy.

Types of Studies Examined

Given the above noted focus on partial evaluation studies, the following
inclusion criteria were used to define the types of studies to be

examined:

- The studies should focus on the behaviour of a particular assisted
area (AA) variable which regicnal policy directly seeks to influence,

for example, employment, investment, firm movement.

- The behaviour of this "impact" variable is examiried with respect to
the factors which should influence it; one of these should be regional

policy (either as a whole or in terms of its individual instruments).

- A statistical technique should be used to attempt to identify and

' measure the impact of regional policy (either in absolute or relative

terms).
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From these criteria, two main types of studies have been identified
and examined: -

- Macro studies, which are able to separate out theAEffect of regional
policy from that of other variables influencing the "impact" variable
and to place a quantitative value on the size of the policy effect.
This approach is characterized by the application of techniques such

as standardization or regression to aggrégate AA data series.

- giggg_studies, which use questionnaire and/or interview techniques to
examine the extent to which regional policy, among other factors,
influenced firms' decisions in relation to employment, investment and
location. This approach is not able to establish the quantitative
siie of the policy effect but rather allows a rélative measure of the
strength of policy by providing information on whether policy was the
most significant factor/played a major role/had little or no impact
in relation to employment etc. decisions. In addition, the ranking
of regidhal policy within the range of forces influencing these

decisions provides an insight into the relatjve importance of policy.

The Roles of Macro and Micro Studies within the Context of Partial

Evaluation
The macro and micro approaches to measuring the effects of regional
policy can be regarded as playing different, but complementary, roles

within a partial evaluation of regional policy:

- Macro studies: to the extent that these are ab}e to separate out

the effect of policy from those other forces influenciﬁg'the "impact"
variable and to quantify the size of the policy effect, they can be
regarded as the only way of reaching conclusions such as - regional
policy was directly responsible for the creation of X thousand jobs,
£Y thousand of investment or 2 hundred relocations into the assisted
areas. Thus, if the objective is to measure the size of the policy
effect in these terms, the macro approach is the appropriate one to

use.
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- Micro studies: with a focus of quantifying the size of the policy

effect, micro studies of the effect of regional policy can be regard-
ed as having the following supportive and complementary functions:

- PFirst, by acting as a check on the results derived from the
macro approach. As we shall show in the following section,
that although a hierarchy of macro approaches can be derived
in terms of the desirable attributes of a macro stud&, even
the approaches which can be regarded as statically sophisticated
are fraught with many major problems. Indeed, in some cases, the
results of the approach used prove to be often highly sensitive
to particular features (e.g. choice of policy off period, proxies
for variables, time lags etc.). In addition;;there are often very
substantial differences in the size of the policy effect derived
from different approaches or from modifications of a givén approach.
Given this, it may be poséible to use the broad pattern of results
from micr0<studies as a check on macro results. In particular, one
can have more confidence in a macro result which showed, for
example, that policy was responsible for (i.e. "explained") the
major share of firm movement into the AAs when micro studies of
locational behaviour also showed that, of the variety of determinants,
policy played a major role.

- Secondly, in terms of the processes which macro (particularly
regression) approaches seek to model, micro studies can provide
valuable information on processes such as relocation and this
information can therefore be used in developing the model of the

process under investigation.

- Thirdly, in terms of the specification of macro (regression)
approaches, micro studies of, for example, investment or locational
choice determinants can provide information on the potentially
‘relevant variables, time lags etc. to be included in the macro
approach.

Micro studies, like macro ones, are not, of course, free of often major

difficulties and the problems implicit or inherent in both groups of



approaches will be discussed in the next sections. Ap this point, however,
it should be noted that for micro studies to be ablé.to effectively per-
form the above roles, the information provided by them has to be accepted
as a valid representation of how businessmen perceive the real world. To
the extent that resefvations have to be made on the quality of micro in-
formation then the less suitable are micro studies in terms of performing

the above functions.






Section 1 : Macro Approaches to Measuring the Effects of

Regional Policy

The focus of this section is to examine the macro approaches and tech-
- niques which have been used to measure the effects of regional policy.
In particular, emphasis is placed on the relative abilities of the
approaches to separate out and identify the effect of policy from those
other forces influencing the variable under examination and the extent
to which the approach gives an explanation of the identified effect.
Initially, our concern lies with the potential of the various approaches
to derive what can be regarded as a reliable result; subsequently, the
"scores" achieved by the various approaches in relation to potehtial
reliability are set against the problems and difficulties experienced
in implementing them. ' .

1.1 The Counterfactual Situation

The major question which macro studies pose and seek to answer is that

of how the situation in the assisted regions (e.g. in terms of employ-
ment) would have been in the absence of (a stronger) regional policy.

This situation has been variably termed the "expected" (Moore and Rhodes,
1973), hypothetical policy off (Ashcroft and Taylor, 1977), counterfactual
{(Schofield, 1979) or reference (Recker, 1979) position. To the extent that
the counterfactual position can be appropriately defined, the size of the
regional policy effect can be represented, figuratively speaking, by the
gap between the actual and "expected”" situations. It is this feature -

the quantitative specification of the hypothetical policy off position -
which differentiates macro studies from earlier attempts to comment on

the effects and effectiveness of policy. At best, the latter could only

say that so many thousand jobs, for example, were associated with (as

opposed to induced by) regional policy or noted that the situation without
regional policy would have been worse, although no one could say by how
much, or whether the policy effect was a major or minor one (HMSO 1973-
1974). '

While the quantitative specification of the counterfactual position can

therefore be used to allow a distinction to be made between macro and
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other (including micro) approaches, the procedure adopted to define this
position can be used to differentiate between the various macro approaches

that have been used to estimate the effects of regional policy.

However, before doing so, it is useful to discuss some criteria or
"Jdegirable attributes" which evaluation approaches should ideally possess
which will then allow a discussion of the relative merits of the alterna-
tive approaches in terms of their potential to establish reliable esti-
mates of the bolicy effect. The extent to which this potential is real-

ized in practise is then subsequently discussed.

1.2 Criteria for Assessing Macro Evaluation Approaches

Since the raison d' &tre of macro evaluation studies is to derive esti-
mates of the policy effect, an obvious and prime consideration in com-
paring alternative approaches is the way in which they treat regional
policy (as a whole or in terms of its individual instruments). Thus, it
is clearly preferable when policy is treated explicitly as opposed to
situations where it 1s treated implicitly, i.e. where its effect is

it g 3

derived by association from the performance of some other variable or

component which is presumed to represent the influence of policy (and

~ m— —

only policy). Similarly, it is preferable when the policy or instrument
effect is directly estimated as opposed to situations where it is derived i

as a residual calculation.

A related feature to be considered is the extent to which the various
approaches are able to isolate out the effect of regional policy from
those other forces expected to influence the "target" variéble'(i.e.

those variables which policy, in pursuing its objectives, aﬁfempts to
directly influence - e.g. employment, investment, the movement of firms
into the assisted areasi. The processes by which these variables are
determined are complex ones, so that each is likely to be. influenced by

a variety of forces, one of which may be regional policy. Thus, distinc-
tions between the approaches should be made according to the comprehensive-
ness of the treatment givgn to other - non policy - forces. In other words,
interest here lies with the relative ability to comprehensively specify
the counterfactual situation. Thus, for example, an inaccurate specifica-

tion of the hypothétical policy off position within an approach where the )
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policy effect is derived as a residual will obviously cast doubt on the

reliability of the policy estimate. ‘ i

Ideally, it is preferable when an apporach not only measures the effect
of policy but also helps to explain the process by thch policy acted to
achieve the observed éffect. Thus, a preference can be established for
approaches which allow hypotheses on the processes by which policy
operates to be tested in comparison to approaches where the policy
process is constrained to act in a particular manner or to operate
through a particular variable. Thus, for example, where an approach
provides an understanding of the process of firm relocation, such in-
formation can be invaluable in improving policy design to achieve a

higher impact.

Finally, since regional policy is a composite term, reflecting a

package of different instruments such as capital subsidies, labour
premia, locational controls and infrastructure provision, it is prefer-
able when approaches are able to disentangle the effects of the package
to allow estimates of the effects of individgal instruments. Again,

such info;mation on the relative roles of the various components of the
policy package can be invaluable in improving understanding of how policy
produces its observed effect and whether, by a redesign or real;gnment

of instruments, could produce a larger effect.

1.3 A Typology of Macro Evaluation Approaches

Figure 1 presents a typology of the macro approaches used to estimate
the effects of regional policy.



Figure 1 : A Typology of Macro Approaches ,
Approach Technique Treatment of
Regional Policy
- "Najive"  Residual
Trend Projection —
L Regression Residual

~ Shift-Share Residual

Standardization —

| Analysis of "Associated" Vvariable
Variance

Regression Residual

Dummy Variable
Explicit Modelling - Regression —

"Intervening" Variable

Direct Measurement

Initially, two features of this typology should be noted. Firstly, it
has three levels, relating to the broad type of evaluation approach
used (e.g. standardization), to the technique used to implement this
approach (e.g. shift-share) and to the way in which regional policy is

treated (e.g. as a residual).

Below, the ways in which these various approaches have been used to
measure the effects of regional policy are described and assessed in
relation to the above-noted "desirable attributes”. It shoul? be ngted
that the above typology is based on those approaches which have actually
been used to estimate the size of the policy effect; approaches which

could be used but which, to date, have not been used to this end are not

considered.

L



1.3.1 The Trend Projection Approach

The essence of the trend approach to evaluation is the examination of an
assisted area series over time, the central hypothesis of the approach
being that, ceteris paribus, the introduction or strengthening of region-
al policy should result in an improvement in this series. A crucial pre-
requisite for the application of this approach is the clear ability to
distinguish between periods of no (or passive) and active regional policy.
If the assisted area series begins to improve around the time when policy
clearly moved into an active phase, this provides a priori support that
the improvement can be related to regional policy.lThé size of the policy
effect is derived as the difference between the actual situation and the
projected policy off, or counterfactual position, as shown in figure 2,
using the example of the movement of firms into the assisted areas (M, ).

AR

Figure 2 : The Trend Projection Approach

/\_/\/

Policy Off Policy On




In this example, it can be seen that a notable improvement in MAA occurs

as policy moves from its passive to its active phase, thereby providing

a priori support for the contention that this improvement is due to
regional policy. The policy effect is measured as (MAA - EAA)'

The trend projection approach has been implemented in two ways. The

"naive" approach is that of taking some average policy off value (e.g.
moves into the assisted areas) as representing the counterfactual position.
It should be noted that, where this apbroach has been used (Moore and
Rhodes, 1976; Ashcroft and Taylor, 1977, 1979) the estimates thereby
derived have been used simply to provide a rough order of magnitude of

the policy effect to act as a check on the results derived from other,

more sophisticated approaches. This rather cavalier appfoach should not,
however, be unduly dismissed since, as will be shown later, it provides
results which are roughly in agreement with those of more refined approach-

es.

A second way of implementing this approach is to use a regression model

to fit a trend line to policy off observations. This is then projected
into the policy on period to provide the hypothetical'policy off position.
The only example of this approach is found in Germany (Recker, 1979) where
it has been used to estimate the effect of policy on employment and in-
vestment. The model used by Recker to define the counterfactual or refer-
ence development is:

I =a, + brT + chr

Ty t

Where : Ir = investment in region r in year t
t
T = time, T going from 1 to 11 (1962-1973)
Kr = business cycle variable for region r in year t.
t

Recker's model therefore includes a trend variable (T), representing
all long run influences on the region and a cycle variable (K) which is
defined as the deviation of real investment (employment) from the long

run trend, i.e.

Ki = real investment.
investment trendi

x 100

TN



In terms of the "desirable attributes" noted above, the trend projection
approach has a low "score”. The approach can be characterized as measure-
ment devoid of explanation. On the one hand, no explicit treatment is
given to regional policy; rather, the policy effect is derived as a
residual - that part of regional change which cannot be attributed to or
associated with the development of the past. On the other hand, the non-
policy world is taken as a. fait accbmpli,'the major concern of the
approach lying with the specification of the counterfactual position. In
such a case, the accuracy of the policy estimate obviously rests highly
on the ceteris paribus assumption that, of the factors influencing the
impact variable, the only difference between the two periods was the
introduction (strengthening) of policy. Thus for an accurate specification
of the counterfactual position, all other factors operating in the policy
off périod should continue to act in the same manner, magnitude and
direction in the policy on period and no new forces should operate in

the policy on period which did not operate in the policy off period. The
validity of this appgoach to measuring the effect of policy depends
heavily, therefore, on the quality of arguﬁentation or sppportive evidence

brought to bear to show that these conditions hold in general.

In the examples found for the trend projection approach, it has been

used to derive an estimate of the ;ough order of magnitude of the total
policy effect with, perhaps for obvious reasons, no attempt being made to -
isolate the effects of individual policy instruments.

Finally, although a preference for the trend via regression approach
could be easily justified, the above comments on the trend projection
approach are equally valid for both of the ways in which this approach

has been operationalized.

_1.3.2 Standardization

The standardization approach to measuring the effects of regional policy
is concerned with breaking down changes in regional growth performance
(e.g. employment) into various components of change, each attributable
to the influence df‘specific forces, including regional policy. Thus,

for example, an obvious non-policy force to be considered when examining
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differences in regional employment growth rates is industrial structure,
since a general characteristic of problem regions is that they have
industrial structures with 'a heavy concentration of nationally declining
industries, which can be expected, ceteris paribus, to depress regional

performance relative to the nation.

The most frequently used method of implementing the standardization
approach is shift-share, which has been applied to estimate the effect
of policy on employment (Moore and Rhodes, 1973, 1974, 1976a, 1976b;
MacKay, 1976; Moore, Rhodes and Tyler, 1977), investment (Moore and
Rhodes, 1973,. 1974; Blake, 1976; Begg et al., 1976; Ashcroft, 1979;

Rees and Miall, 1979) and the movement of firms to the Development Areas

(MacKay, 1979). The shift-share technique focuses on the gap between actual

employment change in a region (AEC) and the regional share or national
growth component (NGC) (the latter representing the change in regional

employment which would have occurred had the overall national average

rate of growth applied to all industries in the region) and breaks this

gap down into two components, structural (SC) and differential (DC).
. i1.e. AEC -~ NGC = SC + DC

In using shift-share to estimate the effect of policy, the implicit,
underlying theory is that differences in regional growth rates are part-—
ly caused by structure. Thus, by removing the effect of structure from
the data series examined,‘via the application of shift-share, allows

the opportunity to concentrate on those other forces, including region-
al policy, which can also be expected to influence regidnal growth rates.
Accordingly, the use of shift-share can be interpreted as transforming
the implic¢it model from:

Nr = £ (IS, X)
to

N -N, =g (X)

Where : Nr

regional employment

IS = industrial structure

other factors

Z| >

structurally adjﬁsted regional employment.

e,



The structurally adjusted series (N) can, under certain conditions, be
taken to represent the hypothetical policy off position, so that the
"expected" level of employment represents the base year employment level
plus the regional share plus the structural shift. The gap between the
actual and "expected" positions is therefore equivalent to the differen-
tial shift. Thus, any difference between the actual and "expected"
positions is due to factors other than structure (i.e. X in the above
model) .

The next stage of this procedure is to examine the extent to which
regional policy is a major factor explaining the (N - Eﬁ difference.

In general, the approach adopted has been to take the gap between the
actual and "expected" positions as broadly representative 5f the rough
magnitude of the regional policy effect, so long as; in a manner siﬁilar

to the trend projection approach, the following conditions are met:

- Iﬁ the policy off period, the actual and structurally adjusted series
should closely coincide (Nr - §;=3 0) but should begin to diverge
(Nf > Ni) around the time that policy moves into its active phase
thereby -providing a priori support, that the emergence of the gap
between the actual and "expected" positions is attributable to policy.

- Argumentation should be brought to bear to show that, of the other
factors which could have influenced regional growth performance, only
regional policy could have operated in a manner (in terms of timing

and direction) consistent with the observed change.

The following example (taken from Moore and Rhodes, 1973) shows how
shift-share has been used to estimate the effect of policy.
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Figure 3 : The Shift-Share Approach

AR

Policy Off Policy On

In figure 3, it can be seen that, in the passive policy phase, the actual
and adjusted series closely correspond, but begin to diverge at the time
when policy enters its active phase. This suggests that structure, by and
large, was the main factor in the policy off period explaining differences
in regional performance. Thus, so long as the only major difference be-
tween the policy off and policy on periods was the strengthening of regional
policy, the gap (N - N) can be tentatively taken as a rough measure of

the policy effect. It should be noted that the researchers using this
approach have generally reported a considerable body of supportive

evidence to suggest that the above procedure identifies the policy effect.

It is clear, however, that industrial structure alone provides a less

than adequate explanation of differences in growth performance at the

Wi
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level of the individual region; factors other than structure are in
operation even in the policy ofﬁ period, as revéaled by the fact that the
actual and adjusted.series do not often correspond closely in the passive
policy period (Moore and Rhodes, 1974; Begg et al., 1976; Ashcroft, 1979).
Indeed, Moore and Rhodes (1973) note that the correspondence betweeh
actual and adjusted series at the composite Development Area level,

"...is a rather remarkable coincidence..." (p.95). To overcome this, the
procedure adopted has been t6 combine standardization and trend projection

approaches, as shown in figure 4.

Figure 4 : The Modified Shift-Share Approach

AA

(Naa~¥aa

T T ~=~=trend (N

aa"Naa’
Policy Off Policy On

As seen from figure 4, the modified procedure is to fit a trend line

to the policy off values of the (N - ﬁﬁ series which is then projected
into the policy on period. The size of the golicy eEfect is then given
by the gap between this projected trend and the actual policy on values
of the (N - N) series. This modification rests on the assumption that
the other, unspecified, forces which operatéd in the policy off period
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(causing Nr»-ie -ﬁr) continue to act in the same direction and amplitude
in the policy on period.

Further examples of the use of shift-share to estimate the effects of

policy on investment and movement can be provided. For investment, Begg

et al., (1976) derive the expected series as follows:

Where : Si = standardized investment for Scotland in industry i
I, = UK investment in industry i
a; = Scottish investment in industry i
58 = 1958, the base year (policy off)
60 = 1960, a policy on year.

In this example, sﬁandardized investment is calgulated on the assumption
that. Scottish investment in a diven industry grows at the same rate as its
UK counterpart. Scottish investment in the policy on period, over and
above this "expected" level, can then be tentatively attributed to the
effects of regional policy.

For the movement of firms into the Development Areas, MacKay, (1979)

derives the expected movement series as follows:

A

*oa

t FC

Where : MDAt = expected movement into the Development Areas

MD = annual average movement into the Development Areas
A . :
over the policy off period
FC = annual average level of factory completions over the
policy off period (GB)
FCt = actual level of factory completions (GB), t referring

to policy on years.
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This "factory demand" approach can be interpreted as implicitly based
on an investment demand movement model, focusing on factory expansion
as a form of investment closely related to the movement decision,
suggesting that movement is associated with major expansions, so that
the more firms are interested in adding to capacity, the greater is the
opportunity of policy to encourage movement. The approach suggests that,
without policy, a certain proportion of factory completions will result:
in movement, so that any addition to this expected level in policy on
periods can be taken as a rough guide to the size of the policy effect.

Before proceeding to the second way by which the standardization approach
has been operationalized (analysis of wvariance), the shift-share
procedure can be examined against the "desirable attributes". In this
context, it can be seen that many of the criticisms raised conéerning

the trend projection approach apply equally to shift-share. Thus, for
example, the prime concern of shift-share is with the establ;éhment of
the counterfactual position; no explicit treatment is given to:regional
policy, the effect of which is derived by assogiation from improvement
in the differentiai component, the latter being calculated as a residual,
i.e. the policy effect is that part of improvement which cannot be
attributed to structure. Indeed, it has been shown that as soon as
minimal conditions are not met, the approach has to be modified’in a

way which takes us quickly back into the realm and associated problems

of the trend projection approach. The similarity of these two approaches
is well illustrated by an example of the application of shift-share to
investment (Rees and Miall, 1979) where expected investment is calculated

as follows:

A —
T, = Gud) Ty
A
Where : I = expected investment
I = actual investment
S = the region's share of national investment in the
policy off period
i = industry i ]
r = region r

t = year t, referring to policy on years.
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This procedure could equally be defined as a (share) projection approach,
resting on the assumption that, in the absence of a stronger policy,
observed shares would have been maintained, so that any improvement

in shares can be associated with the effects of policy.

In order to overcome two problems of the shift-share approach - that
the residual (policy effect) contains random error and that tests of
the significance of the components of change cannot be conducted - a
second standardization approach, using analysis of variance, has been
used (Buck and Atkins, 1976). The following model was used to derive
estimates of the structure and differential components:

Girwir = aiDiwir + errwir + Uirwir

&
4
o
(1]
n

growth of employment in industry i in region r

D, = dummy variable for industry i

Dr = dummy variable for region i
Wir = weight of industry i in region r
Uir = residual random error.

As with shift-share, improvement in the differential component is
attributed to or associated with the effect of policy. The latter is

measured by the term (br - errbr).

If the above model were to give perfect explanation, then the structure
and differential components should sum to the difference between national
and regional growth rates. In fact, however, the residuals are often
large. Buck and Atkins suggest that this need not reject their hypothesis,
arguing that large residuals result from instability in the two com-
ponents which arises because of undetected structural and differential
effects of undetermined causation whi&h is not stable écross all in-

dustries in a region.

An alternative explanation is, however, available (Ashcroft, 1979). The

technique used by Buck and Atkins allocates only systematic changes to
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the estimated components. Thus, the dummy variable Dr reflects the tend-
ency for all industries in a region to grow faster or slower than their
national counterparts. In other words, by associating differential im-
provement to the effect of policy, the analysis of variance approach
looks for a general, industry-wide effect of policy since only system-
atic change is allocated to the differential component. However, there
is considerable evidence to suggest that'the effect of policy is con-
centrated only on a few industries, rather than systematically imprév-
ing the performance of all industries in a region. Thus, any non-
systematic effect of policy will go into the residual, suggesting that
the large residuals contain some element of the policy effect. This

‘ suggests that the estimates derived by Buck and Atkins should be treated
as minimum estimates of the policy effect. The above considerations
servé to cast doubt on the contention of Buck and Atkins that their
approach to estimating the policy effect - in particular that they
derive an estimate which does not include random error - is preferable

to the shift-share approach.

Mdny of the problems of the standardization abproach - regardless of the
. way in which it has been operationalized - arise because the approach
attributes improvement in the differential component to the effect of .
regional policy. Obviously, it is preferable to test whether this is

in fact the case. In this respect, two approaches have been developed
which combine the standardization and explicit modelling approaches.

The first of tﬁese (Del Monte, 1977; Ashcroft, 1979) takes the structur-
ally adjusted in&estment or employment series as the dependent variable
and regresses this on policy and other factors. The second approach
(Moore and Rhodes, 1976a) includes.structurally adjusted employment as an
independent variable in a mOAel of indigenous employment performance.
These examples take us into the third main evaluation approach - explici;

modelling.
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1.3.3 Explicit Modelling

This approach to estimating the effects of regional policy is character-
ized by the application of regression analysis to an explicit model of
the process under examination (e.g. tﬂe ﬁovement of firms into the
Developmenﬁ Areas). By comparison, the other approaches already examined
contain no model (trend projection) or only an implicit model (standard-
izétion) of the forces influencing the "impact" variable. The explicit
modelling approach is based on a clearly defined and theoretical model
of the factors expected to influence the dependent variable and the
processes by which they do so. The specification of the model spells out
these features as well as the assumptions on which the model is based.
Thus, to the extent that an acceptable model can be developed, this
approach not only can provide an estimate‘of the size of the policy
effect but can go some way to answering questions on why and how policy
has had the observed effect.

In the studies examined, only the technique of regression analysis has

been used to implement this approdach. Within this category, however, we
can distiqguish four different approaches, these relating to how policy
is treated in the approach and how the policy effect is derived from

the model used. These alternative approaches are:

- No policy variables enter the model, so that the effect of policy

is incorporated in the regression residual.

- Policy is treated as a dummy variable.

- The effect of policy on the dependent variable is specified in terms

of the effect of policy on some "intervening" variable.

- Policy enters the model as an independent variable, direetly measured

in terms of scale or strength.

Regression Residual: In this approach, non-policy models (i.e.

explicitly excluding any measure of policy) are specified, so that the

effect of policy is picked up in the regression residual. Examples of

this approach have been found only in the Netherlands (Vanhove, 1961;
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van Duijn, 1975). In both cases, cross-sectional models of regional
industrial employment are specified and the regression residuals are
compared with the regional policy status of the various regions. The
expectation is that when regions are ranked according to the size of
their regression residual, ex hypothesi, the assisted areas will display

the largest residuals. Thus, assisted areas should have large positive
residuals, implying greater growth than expected on the ba;is of the
non-policy model, this then being attributed to the effect of regional
policy. The authors justify the use of this approach in terms of the
difficulties associated with deriving measures of the strength of policy.

As-an example of this approach, van Duijn's preferred equation is:

wir =£ (Air

' Sir' Iir' Bir)

Where : W = percentage growth of industrial employment (1962-1970)
A = unemployment rate (1965)

S = industrial structure, measured as the share of steel and

chemical to total employment (1963)

I = degree of industrialization, measured as the percentage

of labour force employment in industry (1963)
B = population density (1965)
i = industry subscript

r = regional subscript.

Since positive residuals imply greater employment growth than expected
on the basis of the model, and since this is attributed to regionall
policy, one would expect the twenty assisted areas in the top halﬁ of
the list of forty regions as measured by the size of the residual. In
fact, van Duijn found that only eleven appeared there, although, of the
nine regions with the largest positive residuals, seven were assisted
areas while, of the nine regions with the largest negative residuals,
seven were non assisted. In Vanhove's study, only five of the nine

assisted areas displayed positive residuals.



- 18 -

The obvious main limitation to this approach is the presumption,

similar to that made in trend projection and shift-share, that only

the policy effect is, by and large, contained in the residual. The
latter will, of course, not only contain random error, but also any
error due to omitted variables, model misspecification etc.1 To the
extent that systematic influences are not included in the model, this
will invalidate the presumption of the approach that the only system-
atic influence operating.through the residuals is regional policy. Thus,
one cannot be certain that the residuals, ranked by size, reflect tﬁe
degree of policy success. In addition, by explicitly excluding policy
variables which can be expected to directly influence the dependent
variable and which are likely to be correlated with some of the indepen-
dent variables, this will result in biased estimates of the regression

coefficients and residual variances.

Vanhove and van Duijn note these problems but justify the use of this
approach in terms of the difficulties associated with deriving measures
of policy strength. The limitations of the approach explain why they
do not attempt to quantify the policy effect b& subtracting estimated
from actual employment change. Instead, they prefer to draw "softer"
conclusions such as policy has been more successful in region A than

in region B; the approach does not allow them to say how effective it

has been in either region.

In addition, not only is this approach largely confined to examining the
impact of the regional policy package as a whole, but it is also unable
to take account of differences or changes in the strength of policy over
time or between areas - the only distinction really made is that of policy

or no policy.

1. In both the Vanhove and van Duijn studies, such problems can be
expected to arise. Independent variables are generally measured in
terms of levels and dependent variables in terms of rates. In
particular, both specify linear relationships between W and I,
when a non-linear one appears more appropriate. A large share of
‘industrial to total regional employment can be expected to induce
further industrialization in a region only up to a certain stage of
development whereafter it will lose ground to tertiary development.
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Dummy Variables: A second way by which policy has been treated within

the explicit modelling approach is to introduce a dummy variable to take
account of the effect of a particular poiicy instruﬁent (MacKay, 1976;
Ashcroft and Taylor, 1979) or of the effect of policy as a whole (Erfeld,
1979). The dummy variable is then used to distinguish between policy

(or instrument) off (D = O0) and policy on (D = 1) periods or between non-
assisted (D = 0) and assisted (D = 1) areas. Again, as was noted for the
approach using regression residuals, the use of dummy variables was
regarded as a second best way of incorporating'policy components given

problems of directly measuring their strength.

The distribution component of Ashcroft and Taylor's generation -
distribution model of industrial movement can be used to illustrate this
approach. Their model is:

M

Where : MDA = share of moves going to the Development Areas

M
A = Development Area attractiveness (measured as the ratio

of regional unemployment to unemployment in the South East)
II = investment incentives

SDA = Special Development Area policy

IDC '= Industrial Development Certificate

D = Local Employment Act (1960) dummy variable where
D = 0, 1952-1959, 1963-1971 and D = 1, -1960-1962.

The expectation here, in using a (shift) dummy, is to determine whether
- the value of the equation intercept is significantly different between
the periods when the instrument was and was not in operatipn. Thus, if
the value of the intercept is significantly different between these two
periods, then an effect for that instrument is established.

The acceptability of using the dummy variable approach to incérporate
regional policy depends on the extent to which the dummy variable in-
corporates only the availability or non-availability of regional incen-
tives and, accordingly, on tﬁe comprehensiveness of the specificication

of the non-policy component of the model. To the extent that ofher
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systematic differences petween non-assisted and assisted areas or
between policy off and policy on periods are not explicitly included
in the model, these will be picked up by the dummy variable which will
then not accurately reflect the effect of policy.

In terms of the treatment of policy, little distinction can be made
between the dummy variable approach and those others discussed above
which treat policy as a residual. Like them, the dummy variable approach
only makes the crude distinction between policy and no policy, thereby
allowing no distinction to be made within the assisted areas or within
policy on periocds in terms of the strength or intensity of policy. Thus,
Erfeld (1979) is unable to take account of the differences in the pre-
ferential rates of award which vary between assisted areas as well as

between applicants.

Intervening Variables: In this approach an indirect rather than direct

relationship between policy and the dependent variable is postulated,
whereby policy influences the latter only via its effect on ancther,
"intervening" variable which directly influences the dependent variable.
Thus, rather than saying that investment incentives have a direct in-
fluence on investment, this approach says that.incentives influence in-
vestment only via the former's influence én the assisted-non assisted
area cost of capital difference (Graziani, 1973) or via their effect

on the regional rate of interest (Erfeld, 1979).

Graziani, in examining investment in the Mezzogiorno, hypothesises this
to be influenced by two main factors, demand and regional policy. Using
a dual population hypothesis to.differentiate between multinational/
multiregional firms in the Mezzogiorno and local firms, the model for
the latter group is:

IL = £ (AYM, DCK)

Where : IL gross industrial investment in the Mezzogiorno by

local firms
AYM = change in gross industrial product in the Mezzogiorno

DCK = cost of capital differerice between the North and the
South, on the assumption that local firms raise their

capital externally.
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For the multinational/multiregional group of firms, AYM refers to the
North and DCK is calculated on the assumption of internal financing. In
this example, the effect of policy on investment is therefore defined as
operating through its effect on the North-South cost of capital difference.

Erfeld uses a somewhat similar approach as one of the variety of ways
of investigating the effect of regional incentives on investment in
Germany. Erfeld's "intervening" variable mechanism is the regional rate
of interest so that policy is seen as influencing investment via its
effect on lowering the regional rate of interest. The latter is defined

as:

RZINSt = (l-FOFRDERt) NZINSt

wWhere : RZINS regional rate of interest

NZINS = national rate of interest
FOERDER = preferential rate of regional policy
t = time subscript

and RZINS is then inserted into a variety of inyestment models to test
for the effect of policy.

Thus, both of these examples measure the effect of policy in terms of its
impact on some other, non-policy variable which then enters reggression

models of regional investment as an independent variable.

The major problem of this approach is that it unnecessarily constrains the
mechanism(s) by which policy achieves its effect. The above examples
therefore require the assumption that incentives influence investment
only via their effect on the cost of capital. To the extent that incen-
tives influence investment via other routes (e.g. via a liquidity effect)
the effect of policy will be inappropriately defined.

Direct Measurement: The final way by which policy has been treated in

expiicit models is to enter policy variables into regressién models as
independent variables, directly measured according to their value or
strength. By comparison, the regression residual and dummy variable

approach measure policy only in its simplest form -~ the availability or
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non availability of incentives - while the "intervening" variable approach,
although measuring the strength of policy, predefines the route or
mechanism whereby policy will influence the dependent variable.

Within the direct measurement category, a distinction can be made between
"volume" and "strength" measures of policy. Of the "volume" or scale
measures, one approach has been to use a scaling or points system, where

a region is awarded points for particular policy-related attributes. Where
this approach has been used, it has generally been used to examine the
influence of infrastructure (Paelinck, 1972; Spanger and Treuner, 1975;
Bartels and Roosma, 1979) - a major element of regional policy in some

countries, but one which has been largely ignored in evaluation studies.

Paelinck's reduced form model is:

Ei = £ (Di' SL ’ Pi’ Gi)

i
Where E = employment growth
D = population growth
S, = employment share in agriculture in adjacent regions

= population growth in adjacent regions

. regional poiicy variable

- @ 'O t
[

= regional subscript

Here, Paelinck examines the influence of infrastructure on employment
in the Dutch regions by awarding points (0, 0.5, 1) for the following
aspects - assisted area status and presence of development nuclei,
existence of particular types of infrastructure, existence and strength
of public and semi public service sector and existence of regional
centres. Apart from the problem that, in the above example, questions
can be raised in terms of whether or not all of the indicators used
reflect elements of policy, thereby casting doubt on whether the esti-
mate derived reflects only the effect of policy, a general weakness of
this approach is revealed - the arbitrariness of theé weighting or
scoring system. Thus, for example, an equal score given to assisted area
status and presence of a regional centre, impiies that they have the

same weight in influencing regional development. Alternatively, can we

Y
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be sure that the different scores given to factors adequately reflects

the different roles they play in regional performance?

A second group of examples using "volume" indicators of policy refers

to those cases where measures of policy 6utput such as expenditure in
regional incentives (BOlting, 1976; Erfeld, 1979) or the number of
refusals or approvals for IDC policy (Beacham and Osborne, 1970; Bowers
and Gunawardena, 1979) are used to define particular policy instruments.
BSlting, for example, uses a variety of investment models to examine
regional investment performance and the influence of investment incentives.

Policy enters his model as follows:

I =f (...II,....)
rt t

Where Ir = gross investment in region r in year t
t

IIt = expenditure on regional incentives in year t.

A problem implicit in this approach to measuring the policy component of
the model is that this approach specifies a uni-directional causation
between investment and incentives expenditure whereby an increase in the
latter should result in an increase in the former. It is equally possible,
however, that an increase in investment gives rise to an increase in
expenditure on regional assistance, e.g. when growth results in over-
heating in some areas thereby stimulating movement to the assisted areas
and thus reversing the specified.causation, causing policy to become
endogenous rather than exogenous.1 Such a problem can also be expected
to arise when the strength of policy reacts to the state of the economy,
a feature particularly observable in the case of disincentive policies
such as the IDC, given fears that their strict application in periods of

low growth could result in an unacceptably high level of resource costs
(Nicol, 1979).

1. A similar problem arises in other studies, outside the explicit
modelling approach, which also use volume or scale measures of
policy. Louis (1976), for example, regarded policy as having been
effective when the ratio of policy associated employment to total
employment in a region exceeded the ratio of policy on to policy
off average employment growth rates for that region. In addition,
the use of policy associated (as opposed to induced) employment °
can lead to the conclusion that policy was effective even, for
example, when regional incentives were regarded as a windfall gain
-(and,- therefore, not influencing decisions).
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"Strength or intensity measures of policy can be regarded as transforma-

tions of the raw data provided by policy, but in a way, unlike the
"intervening" variable approach does not necessarily predefine the route

by which the instrument achieveé its effect. Thus, for example, invest-~
ment incentives have been measured in terms of their net present value,
labour premia as a proportion of the wage bill and disincentives in terms

of refusal rates‘(i.e. the share of refusals to applications)..This approach
to measuring the strength of policy within explicit modelling is quite
common, with examples being found in most countries of the European Com-
munity (Moore and Rhodes, 1976, 1976a; Bodson, 1977; Del Monte, 1977;

Van Hammel, Van Delft and Hetson, 1977; Ashcroft and Taylor, 1977, 1979;

Bowers and Gunawardena, 1979).

The following example from Moore and Rhodes (1976) which examines the
effect of regional policy on the movement of firms to the Development
Areas can be used to illustrate this approach. Their model is:

= a + +
MDAt a bMUt cIDCt_ + dIIt_ + e REPt_

1 1 1

Where : MDA = movemént of firms to the Development Areas

MU = male unemployment, a proxy for the pressure of demand

IDC = Industrial Development Certificate, measured in terms
of the (employment) refusal rate

II = regionally differentiated investment incentives, measured
in net present value terms

REP = Regional Employment Premium, measuréd in terms of an index
of its initial (1967) value.

t = time subscript.

Apart from the above "typical" example of the explicit modelling approach
with the strength of policy directly measured, the following two examples
of combinations of explicit modelling/direct measurement and other

approaches can be given.

Moore and Rhodes (1976a) combine explicit modelling and shift-share
standardization by including the structurally adjusted employment series

as an independent variable in their model of indigenous employment:

E = +
Al £ a + bMUt CEIEt + dIIt_ + eREPt__

1 1

ey
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Where : AIE = actual indigenous employment
MU = male unemployment
EIE = expected indigenous employment (i.e. the adjusted
indigenous employment series)
II = investment incentives

REP = Regional Employment Premium.

In Italy, Del Monte (1977) combines explicit modelling with both trend
and standardization. Trend enters as an independent variable in the
model while the effect of structure enters via the transformation of
the dependent variable from actual to expected employment. His basic
model is:

AL = £ (T,V)

Where : AL = the differential employment shift in employment, derived
by applying shift-share to the actual employment series.
T = trend. In explaining the growth or change of AL, he
therefore assumes, by incorporating time as a variable,

that the dependent variable experignces autonomous growth. '

V = value of regional incentives.

Given this description of the explicit modelling approach and the various
ways by which policy has been incorporated, we can now turn to a dis-
cussion of,initially, how the approach in general and, subsequently,

each of its sub-categories, fares in relation to the "desirable attributes".

Certainly the explicit modelling appfoach has the major advantages over
the others examined in that it has the highest potential to perform two
tasks. First, it has the highest potential to comprehensively define the
counterfactual position or non-policy world. In principle, and based on
a _priori reasoning, all the major factors expected to influence the de-
pendent variable can be entered as independent variables in the model
and tested for significance and explanatory power. Secondly, to the ex-

tent that the models specified are theoretically acceptable, not only
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measurement but explanation can be provided of the process under investi-
gation. However, once attention is turned to the ways by which policy
has been incorporated in this approach, considerable differences between

the four sub-categories are found.

The regression residual approach can be seen as displaying little super-

iority over the trend and standardizqtion approaches. Like them, no
explicit treatment is given to policy, the only distinction that can be
made is that of policy or no policy, no possibility existing to incorpor-
ate other variations in the availability, scale or intensity of policy
over time or between (and within) assisted areas, and the effect of policy
is derived as a residual. Similarly, the obvious limitation of explicitly
'excluding policy from the regression model is the presumption that the
regression residual reflects, by and large, the effect of policy and only
policy. The residual will, of course, not only contain random error, but
also any other errors due to omitted variables, model misspecification
and so on. Thus, to the extent that other systematic influences are not
included in the model, this will invalidate the pyresumption that the only
systematic influence operating through tpg.residugl is regional policy,
thereby casting doubt on the reliability of the policy conclusions drawn
from this approach. Thus, one cannot be certain tﬁat the residuals, ranked
by size (as in the Dutch examples) reflect the degree of policy success.
The final point to be made concerning this approach is that it is not

well suited to disentangling the effects of the policy package to provide

an idea of the relative success of the various instruments of policy.

While the use of dummy variables to include the effect of policy can be

regarded as an explicit treatment of policy with the effect of policy then
directly estimated, this approach still suffers from some of the de-
ficiences noted above for the other approaches. Again, the only division
made is that between the availability and non-availability of regional
aids, no other differentiation being possible. Thus, for example, Erfeld's
(1979) use of this approach does not allow any distinction to be made
between the differential rates of award which apply between and within
assisted areas, nor the fact that awards are of a discretionary rather
than automatic nature, so that firms expanding in a given area get up to
the maximum rate for that area depending on their characteristics. Apart

from this, the implicit assumption of this procedure is that the dummy

YA
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variable reflects only the availability or non-availability of policy as
a whole or of a particular instrument. To the extent that the non-policy
part of the model is not comprehensively defined, £hen other systematic
influences between non-assisted and assisted areas or policy off and
poiic& on periods will be reflected in the dummy variable, again raising
questions as to whether the estimate derived reflects an accurate measure
of the policy effect. And, if the effect of the package is to be dis-
entangled, the only possibility is to keep adding more dummy variables.
Finaliy, this approach, like the others already discussed, provides little
insight as to how policy derives its estimated effect.

In comparison to the latter point, the "intervening" variable approach

can be regarded as lying at the opposite extreme. The main feature of

the use of "intervéning“ variables is that they concretely specify the
mechanism through which policy operates. It is here, however, that the
disadvantage of this approach is found - the uncompromising specification
of the policy or instrument action mechanism unnecessarily constrains

the approach. The examples provided of this approach therefore imply

‘that the only way by which incentives influence investment is via their
effect on the cost of capital. No other mechanisms are permitted. Thus,
for example, to the extent th&t incentives influence investment in the
assisted areas via a liquidity effect, the estimate of the instrument
effect will be inaccurate. It can also be noted that in the studies using
this approach, only a very partial treatment is given to incentives. Thus,
Erfeld (1979) ignores any effect of infrastructure and, in addition, faces
the above noted problem concerning the discretionary nature of regional
awards, having to assume that all firms in a given area receive the maxi-
mum award. Similarly, Graziani's (1973) approach ignores not only infra-
structure, but also labour subsidies and the Authorization (a locational

control policy).

Many of the above difficulties, lying in the nature of the approach used,

can be avoided by the direct measurement approach where each policy in-

strument can be measured and entered as a separate explanatory variable.
However, a distinction should be made between the scale and intensity

approaches to direct measurement. A problem implicit in the scale approach

is that the specified direction of causality can be reversed. In principle,
measures reflecting the strength of intensity of policy are preferable in

that such problems can be avoided. This is not to say, of course, that
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strength measures are free of problems. However, the discussion at present
has been confined to questions of potential and to problems implicit in
the approaches per se. Problems arising from the way in which the various

approaches have been operationalized are the subject of the next section.

Before doing so, however, it is useful to present an overview, as seen in

table 1, of the extent to which these approaches have been used within the

Community.
Table 1 : " The Incidence of Macro Evaluation Studies
APPROACH C O U NT R Y
B Dk. | Fr. |FRG |Irl.]| It.]iux.|NL |UK |Tot.
"Naive" - |- - - - - - |- 13 3
Trend
-Regression - - - 1 - - - - - 1
i ~Shift-Share - - - - 1 - - - 9 10
Standard-
ization
Anal. of
Variance - - - - - - - - 1 1
_Regression ,
Residual - - - - - - - 2 - 2
_Dummy
Explicit __ | Variable - |- - 1 - - - |- 12 3
Modelling _Intexvening
Variable - - - 1 - 1 - - - 2
_Direct
Measurement 1 - - 3 - 1 - 3 6 14
Total 1 - - 6 -1 2 - 5 J21 36

Here, it can be seen that the majority of research, in terms of both

number and types of approaches, has been conducted in the UK, with West
Germany and the Netherlands being the only other countries with any sub-
stantial research in the field of applying macro methods to estimate the

effect of regional policy. In addition, the major approaches used have been
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explicit modelling/direct measurement (14 examples) and shift-share

standardization (10 examples).

Once attention is focused on the "impact" variables examined, it can be
noted -that in all countries where macro studies have been found, examina-
tions of the effect of policy on employment have been conducted and the
majbrity have also investigated the policy effect on investment. However,
in terms of the movement of industry, a very notable feature is that only
in the UK are such studies found.

Table 1 reveals that considerable work in the field of macro evaluation
of the effects of regional policy still remains to be done. In particular,

fod} areas for future research can be pointed out:

- In only three member states do more than five studies exist. This
reveals a general need to conduct evaluation in those countries where

few or no evaluations have been conducted.

~ Many gaps exist in the application of particular approaches/techniques

to evaluation.

- A considerable gaé exists in terms of the focus of the studies. These
have concentrated on employment and investment and, outside the United

Kingdom, there has been no research at all on the movement of industry.

- At the qualitative rather than the quantitative level, the individual
country reports reveal that many criticisms can be raised in relation
to the way in which the studies have been conducted, so that there is

considerable scope for improvement in this respect.
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1.4 The Implementation of Evaluation Approaches: A Critique

In the above section, attention has been focused on the nature of the
approaches and techniques which have been used to estimate the effects:
of regional policy. In particular, we have examined how they derive
measures of the policy effect, the assumptions and qualifications im-
plicit in these approaches and how each fares in relation to a number of
"desirable attributes" which an evaluation methodology should preferably

possess.

In this section we move away from the potential or theoretical capabili-
ties of approaches to more practical aspects - in particular, the ways
in which the various approaches have been implemented. An investigation
of the operationalization of these approaches will subsequently, in the
following section, allow us to determine whether the potential of'the
various ‘approaches to isolate the effect of policy has, in fact, been
realized in practise and, accordingly, to determine whether or not a

preference hierarchy within the various approaches can be established.

1.4.1 Trend Projection

The major deficiencies of this approach to measuring the effeéts of
policy rest more with the nature of the approach per se rather than with
the ways in which it has begn operationalized. Thus, while an obvious
preference for the trend via regression over the "naive" trend procedure

may be found, the problems implicit in the approach per se apply equally
to both implementation modes.

In terms of the operationalization of this approach, one obvious point
to note is that the reliability of the policy estimate must come increas-
ingly into question the shorter the base period, the longer the pro-
jection period used and.the further we move away from- the policy off

period.

Wi
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1.4.2 Standardization

If the standardization approach is to accurately specify the counter-
factual position and, accordingly, derive reliable estimates of the
‘policy effect, two conditions must be fulfilled:

- the influence of all major non~-policy forces influencing the "target"

variable must be standardized for

- 1in doing so, the effect of policy must not, however, be included

in the adjusted series.

Focusing initially on the use of shift-share to implement the standard-

ization approach, a noteworthy feature of all the studies examined is

that they neutralize the examined series for the effect of only one force.

Thus, to the extent that other non-policy forces also have a significant
impact on the "target" variable, this aspect of the use of shift-share
will result in an inaccurate specification of the counterfactual position.
This feature of the shift—shafé studies examined can bg likened to explicit
modelling approaches where the non-policy world is defined in terms of a
single independent variable. Accordingly, discussion of this aspect will
be postponed to the following section where the operationalization of the
explicit modelling approach is discussed. It should be noted, however,
that the shift-share studies examined have generally discussed the role
of non-policy factors which have not been standardized for and have
brought evidence to bear to suggest that these cou}d not have been ex-
pected to operate in a manner which could be linked to the timing, direc-
tion and magnitude of the emergence and development of the gap between

the actual and expected series.

In terms of ensuring that part of the policy effect is not included in
the adjusted series (which would thereby lead to an underestimation of
the policy effect) two main problems have generally not received adequate

attention:

- First, common to all uses of shift-share and also valid for the trend
projection approach is that no allowance is made for any effect of
policy on national aggregates. To the extent that policy also plays a

macroeconomic role, the counterfactual position, and consequently the
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estimate of the policy effect, will be inaccurately established.
Theoretical arguments suggesting that regional policy is an instru-
ment of macroeconomic policy, based on the overheating argument, have
already been established (Moore and Rhodes, 1975). And, at the
quantitative lével, there is evidence to support this contention -
Rees and Miall (1979) for example, suggest that regional incentives

have increased aggregate UK investment by some 4% to 8%.

- Secondly, part of the policy effect has sometimes been removed by
the standardizations conducted. One example of this is. the shift-share
used by Blake (1976) and subsequently Ashcroft (1979) where standard-
ized investment is derived as follows:

Where: s = standardized investment for Scotland
e = employment in Scotland
= national employment

national investment

bW
[}

= industry subscript

However, this "capital intensity" standardization will lead to biased

results since ét can be expected that a successful regional policy will
i

influence the ny term (Begg et al., 1976). A second example can be taken

from MacKay's (1979) study of movement, where expected movement is derived

as follows:

-~
Where: M = expected movement

Z|
[

average annual movement over the policy off period

al
0

average annual level of factory completion over the policy

off period

FC = actual level of factory completions

r = Development Areas subscript

t = time subscript, referring to policy on years.

by
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MacKay's "factory demand" model can be regarded as 1mplicitly.based on
an investment demand model, focusing specifically on factory expansion.
The model suggests that movement is-associated with major expansions, so
that the more firms that are interested in adding to capacity, the greater
is the opportunity of policy to encourage movement. The standardized
movement series will, however, include part of the policy effect since
policy, particularly the IDC and Advance Factory Programme (AFP), can

be expected to " influence the FCt component of the standardization. The
IDC will act to depress factory completions in the controlled areas to
the extent that, rather than stimulating movement, it results in abandon-
ment, increased use of vacant premises or the realization of the project
via rationalization. Similarly, the AFP (and perhaps incentives) will add

to factory completions in the assisted areas.

The analysis of variance approach to conducting standardization was

considered by the authors (Buck and Atkins, 1976) to be superior to the
shift-share approach in that the latter allowed tests of the statistical
significance of the components to be conducted and derived a differential
component_(with which the policy effect is assqciated) with no random error.
However, whether or not these features of the approach are sufficient to
establish a preference for the analysis of variance over the shift-share

approach is another matter.

Firét, Qe have already noted that the analysis of variance approach looks
for a systematic (i.e. industry-wide) policy effect when this may not be
the case. Secondly, since analysis of variance splits the total variance

of a variable into components which may be attributed to specific, additive
components, associating the policy effect with improvement in the differ-
ential component therefore denies that policy has any influence on struc-
ture. Yet a major theme of regional policy in some countries has been to
promote the relocation of firms in growth sectors to the assisted areas
which, over time, and depending on the éuccess_of policy, can be expected

to have an impact on structure.

In comparison to these two restrictions of the analysis of variance,
approach, the following comparisons can be made with the shift-shares

conducted by Moore and Rhodes where:
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- the policy estimate is derived from a differential component which
includes random error (which is acceptable so long as the counter-

factual position is appropriately specified)

- their standardization provides a differential component which can
incorporate any effect of policy on structure. This follows since they
use constant (1963) regional weights. Thus, in preceding and subse-
quent years, the residual of actual minus expected reflects not only
the differential shift but also differences in actual regional struc-
tures from those pertaining in 1963. This procedure becomes question-

able, however, when the distance from 1963 is substantial.

1.4.3 Explicit Modelling

The problems found in the operationalization of the explicit modelling
approach to policy evaluation can be discussed under the following head-

ings:

- Theoretical considerations
- Model Comprehensiveness
- Proxies and measures of variables

- Model specification.

Theoretical Considerations

One of the major advantages of the explicit modelling approach is its
potential to explain as well as measure. A general point of criticism of
the use of the explicit modelling approach in practise is that, perhaps
with the exception of investment models, the reader is often at difficulty
to find a clear theoretical rationale underlying the model used and the

choice of independent variables.

Particularly notable in this respect are mddels of the movement and loca- .
tion processes which have no obvious basis on any explicit theory of the
firm. In such models, firms are as "black boxes" reacting to various
stimuli (e.g. labour and premises availability, market factors, regional

policy) all of which are external to the firm. No considerations are given
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to factoré internal to the firm which could be expected to influence
movement and location decisions (e.g. organizatioﬁal structure; Bade,
1979, 1979a). In addition, micro research in this area suggests the move-
" ment and location decisions are made in a satisfying manner,'which argues
for some examination of more behaviograliétic aspects in policy evaluation

models.

Similarly, often no or only weak justifications are presented in support
of the choice of independent variables,.so that the reader often gets the
feeliﬁg that variables are chosen on the basis of statistical or ad hoc

rather than theoretical criteria.

Model Comprehensiveness

A second major advantagé of the explicit ﬁodelling approach is its
potential to examine all of the major forces expected to influence the
"impact" variable. Thus, in terms of non-policy forces, explicit modelling -
has the potential to comprehensively define thé counterfactual position
by including independent variables for each of these expected influences.
Similérly, each of the ;hdividual policy instruments can be included in
this manner to examine whether all or only some o% these have played a
 significant role. '

Examining first of all the non-policy components of the models, a feature
noted in relation to the standardization approach, but also typical of v
many regreésion models (particularly in Italy and the UK), is the use of
only one independent variable to represent the non-policy component of
these models, particularly, But‘not exclusively, in movement models. Given
that the processes examined can be expected to be relatively complex ones,
doubt can often be cast on the appropriateness and realism of defining the
non-policy world in terms of a single variable.

Two examples in the British context can be used to illustrate fofces which
have either not been examined, or at least adequately examined, but which

can be expected to influence the “impact" variables:

The first of these relates to some measure of a region's spatial structure
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or urban hierarchy. The justification for the inclusion of such a variable
is that since the mid 1960's, the conurbations, as a whole, have experienced
absolute decline of manufacturing employment so that, if one groups urban
areas in terms of type and size, a strong, negative relationship is found
between position on the urban hierarchy and employment performance (Uni-
versity of Cambridge, 1980). Today, the major spatial division in Great
Britain is in terms of centre versus periphery rather than non-assisted
versus assisted areas (Fothergill and Gudgeon; 1958) which suggests that

the number and size of conurbations within a region could be expected to

exert some influence on that region's performance.

A second example relates to time series studies and the treatment of

trends in factors such as investment, employment, capital-labour ratios
etc. In Britain, manufacturing employment has been in absblute decline since
the mid-sixties, aithough the manufacturing'investmént trend was still
rising over the study periods examined. In movement studies, the trend
implicit in the non-policy components of fhe models helps explain dis-
agreement in results. Thus, for example, Moore and Rhodes (1976) use an
unemployment proxy for the pressure of demand and, since the trend in un-
employment over the study period was upwards, the role played by this force
in stimulating movement declined over time (“leﬁving“ policy to play a
larger role in explaining movement). Alternatively, the non-policy com-
ponent of Ashcroft and Taylor's (1977, 1979) movement (generation) models
is investment-based and, since the trend in investment was upﬁards over

the study period, this acts to incréase the role of non-policy forces
stimulating movement and, in consequence, explains why their model leads

to a much lower policy result.

while it may be argued that, for example, unemployﬁent or other pressure
of demand proxies contain both cyclical and trend componenté, it is,
econometrically, more degirable to give separate treatmgnt‘to separate
forces. Moreover, the grouping of these two forces under one variable will
lead to the expectation that, for a given‘level of aggregate demand and
policy strength, the same level of movement would be expected iegardless

of whether the sector was growing or declining.

Turning to the compfehensiveness of the policy components of the models,

similar.problems are often found although a distinction must be made with

e .
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respect to the way in which policy enters the model. The regression
residual approach and most of the dummy variable approaches have been
used to measure the overall policy effect when, ideally, it is preferable
to estimate the effects of the individual components of the policy pack;

age.

The "intervening" variable approach has been used in ways which either
give only a partial treagment-of policy or which treat pélicy in a too
generalized manner. Thus, for example, Graziani'(1973) examines only the
effect of investment incentives, thereby ignoring three other main policy
* components - infrastructure, labour premia (e.g. social security con~
cessions) and disincentives (the Authorization). Erfeld's (1979) inter-
vening variable similarly excludes infrastructure policy and requires
him to treat investment incentives as if these were automatic awards

when, in fact, they are discretionary ones.

Howevér, even when the direct measurement approach is examined, no
~examples are found of studies which include all the major policy instru-
ments. Thus, in the.Netherlands for example, none of the studies include
a measure of the_Selective Investment Regulation, a disincentive policy.
Similarly, in Britain, none of the studies examined include the Advance
Factory Programme (AFP), although micre mevement studies suggest that the
availability of suitable premises was often an impertant factor in deter-
mining their choice of location. The AFP may, however, present econometric
problems of two types. First, it may be highly cerrelated with the IDC
policy, a justification used by.Mobre and Rhodes whe regard the AFP as
the other side of the coin from the IDC, se that the effect of the.formér
is included in the estimate of the IDC effect. Secendly, a problem arises
as to whether the AFP should be treated as an exegenous variable or
whether it is a policy measure which responds to the effectiveness of
policy and therefore is better treated as an endegencus variable. The
non-identification of the effects of sﬁch instruments is often, therefore,

understandable but nevertheless a potentially serieus deficiency.
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Measures and Proxies of Variables

The choice of proxy for, or most appropriate way to measure, particular
influences is a problem typical of applied research. Our comments on this
aspect of the implementation of explicit modelling can be grouped under
three headings - endogenous variables, exogenous, non-policy variables

and policy variables.

In relation to endogenous variables, two British examples can be used to .
illustrate problems in their measurement. First, Ashcroft's (1979)
investment model uses the ratio of actual to expected (i.e. standardized)
investment as the dependent variablelin the following model to estimate
the'policy effect on investment:

%= £ (RU, LEA, IDC, II, REP)

Where: %-= the ratio of actual to expected investment in Scottish

manufacturing industry.

RU = relative Scottish unemployment, a proxy for the relative

pressure of demand in Scotland

LEA = a dummy &ariable for the 1960 Local Employment Act;
1951-1959 and 1964-1971 = 0; 1960-1962 = 1,

IDC = Industrial Development Certificate
II = investment incentives

REP = Regional Employment Premjum.

In this example, Ashcroft combines the explicit modelling and shift-share
approaches to test the extent to which policy, among other factors explains
the ratio of the actual to the expected series. In calculating the expected
series, Ashcroft uses the "capital intensity" standardization performed by
Blake (1976), but it has already been noted that this standardization
procedure will lead to incorrect estimates of the policy effect since tﬁis

expected series is not totally neutral of the policy efféct.

Whereas the above'procedure, ceteris paribus, has an inbuilt tendency
to underestimation of the policy effect, the following example from Moore
and Rhodes (1976a) has a bias towards overestimating the policy effect:
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AIEt =a + bMUt + cEIEt + dIIt_1 + eREPt_1
Where : AIE = annual change in actual indigenous employment
MU

EIE

national male unemployment rate

actual change in expected indigenous employment
II = investment incentives

REP = regional employment premium

The hypothesis here is that indigenous performance, by sector, moves
closely in line with national performance once allowance has been made
for a regionally differentiated cycle (MU), differences in structure
(EIE) and regional policy. It has been pointed out, however, that the
procedure by which the dependent variable (AIE) has been calculated

leads to an inbuilt tendency to exaggerate the effect of policy (MacKay,
1976a). AIE is calculated by subtracting policy-induced employment in
moves from total employment change (at constant pressure of demand). This
causes the effect of changes in thé'pressure of demand to fall on the
indigenous sector, yet there is little theoretjcal (or empirical) support
to justify this; rather, the evidence suggests.a strong relationship -
between pressure of demand (or investment démand) and the immigrant

1
sector.

An interesting example of the problems associated with choosing between
competing proxies for non-policy variables can be taken from British
studies of industrial movement where three alternative pressure of demand

proxies have been used:

- (male) unemployment (Moore and Rhodes, 1976)

- vacancies (Bowers and Gunawardena, 1979)

1. The above employment example can also be used to illustrate a problem
common to most uses of regression models of employment - that of time
lags. Generally, an average reaction lag is used, implying that employ-
ment in period t is associated with the strength of policy in, say,
period t-1. However, the policy effect on employment in period t is
composed of the initial effect of policy on that period by way of new
starts and indigenous expansion plus the build-up of employment due to
new starts and expansions generated by policy in previous periods. While
this suggests the use of distributed lag structures, this problem may
not be a significant one in the case of indigenous employment (as in
the above example) since we are dealing largely with in situ expansion
(which will have a shorter reaction lag and completions profile ‘than
for immigrant employment) and the prevention of contraction (where the
adjustment or change is completed within the time unit).
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- spare capacity (Ashcroft and Taylor, 1977)1.

The importance of choesing the most appropriate pressure of demand proxy
is particularly significant here since this is the only non-policy
variable in the models and since the results are quite sensitive to the
choice of proxy (Nicol and McKean, 1980). It is increasingly accepted
th;t, since the mid-sixties, the relati&nship between unemployment and
other demand indicators has significantly altered and there is some
evidence to suggest a preference for spare capacity over the other
proxies (Taylor and McKendrick, 1975).

Similar problems are found. with the selection of proxies for the (non-
policy) attractiveness of the assis;ed areas. Ashcroft and Taylor (1979),
for example, find that, in their distribution model (which focuses on -
the share of all moves going to the Development Areas), the only non-
policy variable, relative unemployment was not statistically significant,
suggesting only policy factors stimulated movement into the Development
Areas (once firms had decided to move). This is a result which conflicts
with‘the evidence of micro studies of movement which suggest that non-
policy aspiects such as labour and premises availability played a more
important role than policy 1In trying to find an appropriate measure for
Development Area attractiveness, the aim is to find a proxy which suit-
ably represents the way in which firms perceive this. There is no obvious
theoretical justification for preferring an unemployment ratio to say,

a differential or, alternatively, it may be that what is important is
the level of.unemployment rather than any relationship between unemploy-
ment in the Development Areas and the rest of the country.

Similar examples of relatively ad hoc approaches to choosing proxies are
found, for example, in the studies of Vanhove (1961) and van Duijn (1975).
Both proxy industrial structure by the share of total employment in the
chemical and metal industries, on the grounds that these two industries
reflect the economic base of a region. Thus, the higher is the share of
employment in these two sectors, the stronger is structure and, in con-
sequence, the-stronger will be the growth of industrial employment.

Howevei, the concept of economic base theory and this approach to measuring

1. Here we refer to their test of the pressure of demand model. The authors
preferred approach is based on an investment demand model.

.
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it can be generally regarded as highly questionable.

In addition, van Duijn proxies the availability and cost of land for
industrial dévelopment by population density; the higher is the latter,
the more scarce and more costly will be development land. Here, one
must ask questions as to the relevance of regional population densities.
It is not so much density, but rather the distribution of population and
the nature of the urban hierarchy which are the important factors. In
addition, density considerations may not be a ﬁseful proxy for what

van Duijn is trying to measure given the existence of zoning or land

use planning regulations.

Finally, focusing on regional policy variables, the general problems
associated with the alternative approaches to treating policy have
already been noted, with the conclusion that direct measurement (in
strength or intensity terms) is the most preferable of the approaches.
Even here, of course, the problem of the most appropriate measure of a
policy instrument arises. The treatment of the British IDC policy can
be used to illustrate such problems. Tﬁe intensity or strength measure
used for the IDC is that of its refusal rate - refusals as a percentage
of applications. In this respect, three points of criticism can be

mentioned:

- First of all, a refusal rate measure focuses only on formal decisions;
it excludes a variety of routes, some intentional, some not, whereby
expansion in controlled areas is constrained and relocation to the
assisted areas is promoted - informal refusal, quid pro quo, discour-

agement and verbal steering (Nicol and Wehrmann, 1977).

- Secondly, tﬁere is the presumption that a higher refusal rate is
indicative of a tougher policy but this need not be the case; a
relaxation of the control (in terms of a higher exemption limit,
below which IDC approval is not required) can lead to an incéease in

the refusal rate (Nicol and Wehrmann, 1977; Ashcroft, 1979).

- .Finally, the refusal rate measure used is that calculated on an employ-

ment basis, i.e. the expected employment associated with refusals as

a percentage of that for all applications. However, in movement studies,

which examine the number of moves into the Development Areas, a more

appropriate measure of the IDC would be the refusal rate measured in
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pioject or numbers terms - i.e. the number of refusals as a percent-
age of the number of applications. The choice between numbers and
employment - based refusal rates can be expected to influence results
since the employment refusal rate is generally substantially higher
than that for numbers (reflecting a more stringent treatment given the
larger projects).

Model Specification

The final set of comments on the explicit modelling approach concerns
aspects of model specification. In particular, and with very few exceptions,
the regression models use additive specifications, which imply that the
different variables are substantially independent of each other. The use
of an additive specification obviously comes into question if we attempt
to isolate the effect of influences which are interdependent. It is un-
likely that the pursuance of region;l policy objectives and the state of
thé economy are indebendent or that the effect of disincentives and in-
centives are largely independent of each other. Additive specifications
therefore ailocate an effect to one variable which may have resulted from
a set of combined interactions. Strictly interpreted, such a specification
implies that a given strengthening of policy would result in an equivalen£
increase in, say, movement to the Development Areas, irrespective of
whether or not the pressure of demand changed. Again, this is unlikely; °
indeed, it is highly probable that reductions in the pressure of demand

reduce the return to a given level of intervention.

Examination of correlation coefficients in models of more than two

variables provide no insight into whether or not multicollinearity

problems exist; indeed, the problem warrants more sophisticated econometric
investigation. Some of the financial incentives examined apply only to a
limited number of years while the relationship between variables changes

as we move from passive to active policy phases. In Britain, for example,
the IDC and unemployment are not closely related if the fifties and sixties
are taken as one period, but are strongly'related over the period of éctive
policy (MacKay and Segal, 1976) while uhemploymenﬁ has'no significant impact
on movement in the passive policy period, but does havé an effect in the

policy on period. This points to the possibility of interdependency between

EY NI
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these two variables, particularly when it is remembered that, in adminis-
tering the IDC control, the government is aware of the possible resource
cost dangers of stringently applying the control in low growth periods
(Nicol and Wehrmann, 1977). To the extent that such interdependencies do
exist, this may help explain the contradiction found when the results of
British macro and micro movement are compared; the former tend to show
that unemployment-based explanatory variables play either relatively minor
or insignificant roles, yet the latter are fairly unanimous that labour

availability was a major push and pull force.

1.5 A Hierarchy of Evaluation Approaches?

An obvious question arising from the discussion of the previous section is
that of whether or not it is possible to define a distinct preference for
some approaches over others in terms of the reliqbility of their estimates
of the effects of regional policy. And, insofar as this is possible, to
what extent do such preferencesvhold in practise, once account has been
taken of the ways in which the approaches have been implemented? The
intention of this section is to integrate the previous discussion of

the approaches in terms of their potential to derive reliable estimates

of the policy effect (section 1.3) and the more practical problems con-
cerned with implementing these approaches (section 1.4) in order to see
whether the above questions can- be answered - i.e. can we place more
confidence in the results derived from one approach/technique in comparison

to some other?

In relation to the "desirable attributes"” discussed in section 1.2, the
trend projection approach has a low "score". No explicit treatment is given

to policy and the estimate of the policy effect is derived as a residual -
that part of change not attributable to trend factors. Similarly, little

" information is provided as to explaining how policy has achieved its
observed effect and the approach is not well suited to disentangling the
effects of individual policy instruments. Indeed, the prime concern of

the approach lies with the specification of the hypothetical policy off

position and we are required to accept that the only major factor. explain-
ing the difference between the hypothetical policy off and actual policy

on positions ié regional policy. The approach therefore rests heavily on the
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assumption that other things remain equal. In terms of the two ways by
which this approach has been implemented, there is an obvious preference
for using regression to fit the trend line. However, discussing the
alternativé implementation approaches can make only a limited contribution

since the major defjciences or drawbacks lie with the approach per se.

As previously noted, many of the problems of the trend projection approach
apply equally to shift-share standardization. In addition, all the’

studies discussed have not accurately specified the counterfactual position,
generally because only one variable has been standardized for, no account

has been taken of any nationwide or macroeconomic (as opposed to redis-
tributive) policy effect and because the formula used to standardize the
series examined generally provide an adjusted series which‘is not totally
neutral of the policy effect. Thus, since the latter is derived as a
residual, this casts doubt on the accuracy of the policy effect.

The use of analysis of variance to perform the standardiz;tion does have

the advantages that the policy effect is estimated exéluding random error
and that the components of change can be tested for sfatisticai siénificancg.
However, these advantagés are insufficient to suggest a clear.pfeference
for the use of analysis of variance over shift-share. On the one hand, both
implementation procedures rest on the same questionable implicit model -
that, e.qg. differences in regional growﬁﬂ rgtes are due to differences in
industrial structure and reéibhal policy. And, both derive estimates of

the policy effect from the movement of the differential component. The
latter, however, is a catch-all for all non-structural forces, one of
which might be regional policy. On the other hand, the analysis of

variance procedure has two further drawbacks; it presumes that regional
policy does not influence regional industrial structure and it seeks a
systematic policy effect, i.e. an across the board, industry-wide effect,
when it is unlikely that this is the case.

In comparison to trend projection and standardization, the explicit modell-

ing approach has many potential advantages. In particular, it can allow
explicit treatment of policy, direct estimation of the policy effect, a
comprehensive definition of tﬁe counterfactual position, seéaration of the
individual instrument effects and explanation as well as measurement.
Unfortunately, no examples are found where all of these potential advan-

tages are realized. Thus, for example, some studies attempt a fairly com-
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prehensive specification of non-policy forces but give a less than
adequate treatment to regional policy while, for others, the reverse
is found, e.g. all major policy instruments are measured according to
their strength or intensity, (which can be regarded as the most prefer-
able of the various procedures examined) but the non—polic& world is
poorly defined or the model inaccurately specified. In relation to the
approach in general, many of the studies examined face one or more of
the following problems - lack of clear theoretical rationale for the
choice of the model used and variables included, questionable proxies
and measurement of variables, inadequate specification of non-policy
influenees and inappropriate model specification, particularly the use
of additive specifications which ignore interdependencies within and

between groups of variables.

In terms of the way in which policy is treated within the explicit modell-
ing approach, considerable variations exist. Estimating the policy effect

via the regression residual can be regarded as inappropriate since the

model used is falsely specified, albeit deliberately so. Explicitly
excluding a variable (i.e. regional policy) which is expected to influence
the dependent variable is, econometrically speaking, a very unsound prac-
rise, since it results in biased estimates not only of the regression
coefficients, but also of the residual variances from which the policy
effect is derived! In addition, the regression residual, regardless of
whether or not it is biased will not only include random error but all
other errors due to other omitted variables, measurement error and mis-
specification error. Given these criticisms, no preference for this
approach (either in theory or practise) over trend projection or standard-
ization can be justified. The same conclusion is valid for those cases
where regional policy instruments included in the model as explanatory
variables, but measured in volume terms (e.g. expenditure on regional
assistance) since this procedure causes policy to become endogenous to

the model although it is specified as an exogenous variable. Similarly,

the use of points and scoring systems are equally suspect as a way of

measuring policy given the arbitrariness of the system used.

By comparison, the dummy variable and intervening variable procedures

can be regarded as superior insofar as these difficulties do not arise.

One problem with the use of dummy variables is the reliability of the
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presumption that they pick up the effect of policy and only policy. The
severity of this problem depends on the accuracy and comprehensiveness

of the model; a poorly defined model might mean that tﬁe_dummy variable
picks up the effect of some other force which sysiematically varies be-
tween assisted and non-assisted areas or between policy off and policy
on periods. A second problem is that this procedure can only make black
and white distinctions, e.g. between policy off Snd policy on, so that no

account'is taken of the changing strength of policy over time or variations

in its intensity between areas. Finally, rather than look at the policy
package as a whole, the only way dummy variables can be used to examine
individual policy instruments is to keep adding dummy variables for each

new instrument and even this is only possible in time series analysis.

The major difficulty of the "intervening"variable approach to measuring

and treating regional policy is that it unnecessarily constrains the
mechanism via which policy achieves its effect. While it is quite possible
that a given instrument may achieve its effect in a variety of ways (dis-
incentive policies being an obvious example), this procedure allows only
a single mechanism. In practise, two further problems are associated with
the use of intervening variables;rthey are either used in models which
examine the effect of only one policy instrument (suggesting an incom-
prehensivé definition of the policy component of the model) or have been
used in a way which treats a set of policy instruments (e.g. financial
assistancei in an inaccurate manner - e.g. by presuming that all firms in
a given area get the same level of assistance, which is not the case when
incentives are discretionary rather than automatic, or when some parts of

the area have higher maximum award rates than others.

The final procedure examined is that of measuring policy instruments
according to their strength or intensity. In principle, this is the most
preferable approach, but even here, many problems arise as to the most
appropriate way of measuring the strength of the various instruments.
Thus, for example, the use of refusal rates to measure the strength of
disincentive policies is based only on formal decisions information which
ignores a variety of other ways in which these instruments can pursue
their objectives. It is not clear whether the movement of refusal rates
over time accurately proxies the changing strength of these other, non-

refusal related, mechanisms over time. Similarly, measuring the strength

ey
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of incentives in present value terms implies specific assumptions on the
way investment decisions are made and on the way in which incentives enter
the decision process. If an insignificant effeét is found in the model,
this could mean that incentives do not influence these decisions; alter-
natively, it could mean that the way in which incentives influence
decisions has been misspecified and that incentives could have an effect

via some other mechanism.

This discussion of macro evaluation  approaches has shown that‘in setting
out to measure the effects of regional policy, the researcher has a con-
siderable array of approaches at hand, ranging from relatively simple

trend extrapolation to sophisticated regression modelling. Certainly, in
terms of sophistication and the potential to perform particular tasks, a
clear preference for some approaches over others can be defined. Such
preferences arise because a given approach is able to avoid the problems
associated with others and/or is able to perform desirable tasks which

the other§ cannot. In doing so, however, a‘new sef of problems arise -
specific to the implementation of that approach - which, if not adequately
resolved, can easily negate its theoretical or potential superiority. Thus,
it has been shown that a cleaf preference exists for the use of the explicit
modelling approach with policy variables measured according to their
strength, yet the above noted criticisms of various aspects of the imple-
mentation of this approach does not allow us, with any degree of confidence,
to suggest that the results thereby derived can be expected to be more
reliable than those derived from some other - theoretically less superier -
approach. However, the explicit modelling approach does have the highest
potential to achieve reliable and accurate results, so that future evalu-

ating research should concentrate on improving the use of this approach.

While the above conclusion is a rather bleak and negative one, some comfort
can be taken from the fact that the approaches examined display a con-
siderable degree of robustness. As will be discussed in more detail in
section 2, the rather curious conclusion emerges that, in those countries
where a sufficient number of studies exist to allow comparisons, there is

a fair degree of consensus as to whether or not policy can be regarded

as having been effective. Thus, for example, the majority of British
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studies find that policy had a significant impact on employment, investment
and movement, a conclusion which holds, by and large, across the complete
spectrum of approaches and implementation procedures used, despite their
varying degrees of sophistication. There is, however, considerable dis-
agreement as to the actual magnitude of the policy effect and, in particular,
how this is best apportioned between the individual instruments of the
policy package.
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Section 2 : The Results of Macro Evaluation Studies

Although the major focus of this paper is on the methodologies which
have been used to measure the effects of regional policy, it is also

of interest to examine the results derived by the studies examined. In
particular, and bearing in mind the findings and conclusions on these
methodologies, it is of interest to focus on results, particularly where,
for any one country, a number of studies have had the same focus, since
this will allow us to comment on the extent to which the results of
varying approaches are in harmony in terms of the size of the policy

effect.

While it is of course interesting to examine what effects policy has

had, it must be borne in mind that this report does not and cannot conduct

a_comparative evaluation of the regional policies of the Member States in

terms of their effects. To do so would require a comprehensive evaluation,

for example using cost-benefit analysis, of the Member States' regional
policy packages. Not oniy does this study focus on a much more limited
and partial definition of evaluation, but, in addition, we are seldom
able to compare like with like. Apart from obvious differences in terms
of approaches, techniques, the focus of the study (e.g. employment,
investment etc), the time periods covered and so on, some studies examine
the effect of the regional policy package while others focus only on one

of its major instruments.

In consequence, this section can only report the results of evaluation
studies and can investigate features such as the level of agreement or
disagreemgnt on the size of the policy/instrument effect, the sensitivity
of result to the approach/technique used and whether or not one approach
tends to lead to systematically higher/lower results than another. The
extent to which such comments can be made is of course severely limited
since ;he existence of more than one study on a particular "impact"
variable is a prerequisite to conducting such comparisons. Thus, these
comparisons can only be conducted for Germany, the Netherlands and the

United Kingdom. Elsewhere, we can only report the size of the effect
identified.
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2.1 Belgium

Only one study (Bodson, 1977) has been found for Belgium. However, it
presents no results in terms of the absolute size of the policy effect.
Rather, conclusions on the impact of policy on the evolution of regional
labour markets are derived by examining the econometric results of the
model, i.e. in relation to the coefficient signs and the significance of
variables.

In general, the effect of policy was regarded as limited but coherent.
Policy had a stronger effect on the male labour market, particularly in
relation to reducing unemployment and migration.

The Special Industrial Areas programme had a positive influence on the
labour market while grants resulted in a growth of male and female wages,
a slowing down in the rate of decline of the activity rate for young men
but, in consequence, operated to constrain the growth of the female

activity rate .

2.2 Denmark

No macro evaluation studies have been found for Denmark.

2.3 France

Only one study (Louis, 1976) has been found for France, but, as in the
case of Belgium, no quantitative estimates of the policy effect are

presented. Louis calculates two indicators:

- R1 : The share of employment/investment associated with grants and

loans to total employment for a diven year

- R2 : The difference in the annual average rates of employment/invest-
ment growth, 1962 - 1972 and 1954 - 1962

and assoclates a positive effect of policy in those cases where R1 > Rz.
The results of this appréach suggest that policy played a stronger role
in the 1962 - 1972 period, particularly after 1968 when policy was
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considerably strengthened. The influence of grants was significant only

in the Nord, Lorraine, Limousin, Rhéne-Alpes and Aquitaine regions.

2.4

The Federal Republic of Germany

Four macro studies have been found for the Federal Republic of Germany,

although some of these examine the effect of policy on more than one

"impact" variable. Three studies examine the effect of policy on invest-

ment (Recker, 1977; B&lting, 1976; Erfeld, 1979) with one study focusing

on employment (Recker, 1977) and one on the establishment of new firms

(Spanger and Treuner, 1975). The results of these studies are summarized

in table 2. '
Table 2 : A Summary of the German Macro Results
Reference Approach Result
INVESTMENT
Recker Trend via Regression DM 2,044M - DM 5,032M
19270-1972
Bdlting Explicit Modelling/ Effect of policy
direct roughly equals the
amount of expenditure
on incentives.
Erfeld Explicit Modelling

~ Direct Only significant but
high effect on one
sector.

- Dummy Variable Only significant but
high effect on one
sector,

- Intervening Variable Significant throughout.
Policy effect not
separable.

EMPLOYMENT
Recker Trend via Regression 57,500 to 116,000 jobs,
1970-1972 A
ESTABLISHMENT OF NEW FIRMS .
Spanger and Explicit Modelling/ Policy effect not ..
Treuner Intervening Variable separable.
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Initially, it can be seen that only Recker derives an absolute measure of
the size of the policy effect, in this case determined by the gap between
the actual and reference developments. In the studies by B3lting and
Erfeld, the regression coefficients on the policy variables are inter-
preted as efficlency coefficients, allowing some estimate of the size

and importance of the policy effect to be derived. In the study by
Spanger and Treuner, the size of the R2 in indices with high values

given to the policy element is used to allow comment on the effect of

policy.

Ekamining, first of all, investment, Recker arrives at the result that
some DM 2,044 million to DM 5,032 million (based on the maximum and
minimum reference developments respectively) can be attributed to the
effect of policy for the 1970 - 1972 period. BSlting's results are
based on the size of the coefficient on the policy variables which,
within his various models, has a value of around unity. This can be

interpreted as follows; the size of the policy effect is more or less

given by the amount of money given in the form of incentives. The

results of his model 2 show that subsidies to thg value of DM 1 million
resulted in a total investment of DM 1,083 million (at the level of the
178 labour market areas) and DM 1,466 million (at the level of the 72

planning regions).

In other words, DM 83,000 and DM 466,000 of investment would be financed

by firms themselves per DM 1 million of investment incentives.

Erfeld, like Bdlting, used a .model of investment with policy included
in a direct manner. By the use of this approach he found that
incentives had a significant impact on investment only on one sector
(iron, steel and non ferrous metals). In this case, however, the |
coefficient on the policy variable, at around 4.3, was high and this
can be translated into the equivalent policy effect as in the case of
BSlting, i.e. DM 1 million of subsidies should stimulate DM 4.3 million
of investment. When a dummy variable rather than a direct approach

is used to measure the policy effect, Erfeld finds tha; policy had,
'again, a significant impact only on one sector, in this case steel
fabrication, machinery and vehicles. The regression coefficient on the

policy dummy variable had a value of over 27. This regression coefficient

N
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is interpreted as the actual value of policy induced investment, i.e.
DM 27 million.

Finally, using an intervening variable approach, Erfeld found that the
variable, the "regional rate of interest” had a significant impact on
all six bgoad sectors examined, particularly in sectors producing in-
vestment or productién goods (parameter values going up to a value of
10) and much lower in food and luxury goods sectors (parameter values

around unity).

In terms of employment, Recker, using the same approach as for investment,
calculated a policy effect of between 57,500 and 116,000 jobs (relating
to the maximum and minimum reference developments respectively) for the
1970 - 1972 period.

Finally, Spanger and Treuner examined the extent to which the establish-
ment of new firms (i.e. births and not relocations) could be related to
the attractiveness of locations. The latter was defined in terms of a
variety of factors, such as infrastructure indicators. Regional policy
enters this approach as an infrastructure combonent, since the effect

of an area being assisted or not is hypothesised to influence the birth

of new firms via its effect on increasiné the attractiveness of the area.
A total of 36 different indices, each based on different combinations and/
or weightings of a variety of components, were tested, the test benchmark
being the value of the R2 for each regression. Spanger and Treuner found
that in the indices where the policy variable (i.e. wﬁether or not an area
was a development centre) was given a high value (i.e. 3), a high R2
resulted (over 0.90) in three of the four cases. However, it is not pos-
sible to separate out the policy component from those other components of
the indices yielding a high R2. Thus, while it can be concluded that, in
relation to the birth of new firms, infrastructure plays -a significant
role, it is not possible to determine if, or to what extent, policy
played a role in the attractiveness of areas due to their level of infra-
structure provision.

In exaﬁining these results, the one study on employment (Recker) shows
policy to have had a substantial impact on the creation of employment,'

while that on the birth of new firms does not allow the possibility of
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separating out the policy effect.

It is only within the investment focus that some comparisons can be

made. Both Bélting and Recker arrive at relatively similar results.

Recker estimates the policy effect at DM 2,044 million to DM 5,032
million for the 1970 - 1973 period. Bdlting only provides an "efficiency"
coefficient for policy of around unity. So if we examine the amount of
expenditure on investment incentives,‘some DM 800 million to DM 1,000
million per annum, we can derive a policy effect for the 1969 - 1971

~ period (B3lting's) of some DM 2,400 million to DM 3,000 million, which .
lies within Recker's minimum ahd maximum ranges. In both of these studies
therefore, policy appears to have had a low effectiveness, the effect

being more or less equivalent to the expenditure on investment incentives.

Two of Erfeld's three approaches tend to confirm this finding; his

explicit modelling approach (& la B&lting) shows policy to have had a
significant effect in only one (of six) sectors and a similar conclusion,
albeit for a different sector, results from his dummy variable approach.
Only in the intervening variable approach does policy display a significant
impact throughout all sectors, but here the policy effect cannot be

isolated from the intervening variable.

These examples show that the policy effect is sensitive to the approach
adopted, although the bulk of the evidence does not warrant the conclusion
that German regional policy has. been effective. ﬁowever, the critical
comments made with respect to these approaches in the report on Germany
suggest it wéuld be unwise to place strong reliance on any one of these
studies. For the time being, therefore, the effectiveness of regional

policy in Germany must remain an open question.

2.5 The Republic of Ireland

Only one macro study (Moore and Rhodes, 1976b) was found for the Republic
of Ireland. Using the shift-share approach, the policy effect was cal-
culated at some 11,000 jobs in the Designated Areas for the 1960 -~ 1972
period (15,000 1960 — 1974). This is indeed a very substantial effect,
amounting to an 80% - 100% increase in manufacturing employment %n these

areas as at 1960.

.
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2.6 Italy

Only two studies have been found in Italy, those by Del Monte (1977)
who examined the effect of investment incentives on employment and by
Graziani (1973) who focused on the impact on investment. Both studies
adopted the explicit modelling approach with Del Monte using the direct
measurement approach whereas Graziani used the intervening vari&ble

approach.

In relation to employment, the policy effect was estimated at around
124,000 manufacturing jobs for the 1953 -~ 1971 period. Policy therefore
led to a 12.6% increase in manufacturing employment yet, despite this,
the share of manufacturing to total employment in the Mezzogiorno
remained fairly stable over the 1951.- 1971 period.

In terms of investment, Graziani examines the local and multiregional/
multinational sectors separately,'but does not provide any quantitative
estimate of the size of the policy effect. ﬁe does- show, however, that
his intervening variable - the North-South difference in the cost of
capital, via which the effect of policy is hypothesised to operate -
was significant in the equations for both of the investment groups. For
1968, it is estimated that a 1% cost of capital difference is equivalent
to an additional 698 milliard Lire for the local sector and to an
additional 228 milliard Lire for the multiregional/multinational sector.
However, Graziani does not provide any estimate of the cost of capital
difference attributable to policy and, in consequence, any estimate of
the policy effect.

2.7 Luxembourg

No macro evaluation studies have keen found for Luxembourg.
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2.8 The Netherlands

Five macro studies have been found in the Netherlands, all of which use

variations of the explicit modelling approach. Four studies focus on the

effect of policy on employment and one on the impact on investment. The

approaches used in these studies and a summary of their results are shown

in table 3. =
Table 3 : A Summary of Dutch Macro Results
Reference Approach Results

EMPLOYMENT

Vanhove, 1961

Explicit Modelling -
Regression Residual

In 5 of the 9 assisted

areas, positive resid-

uals were found; policy
therefore successful in
5 assisted areas.

Van Duijn, . Explicit Modelling - In 7 of the 20 assisted

1975 Regression Residual areas, large positive
residuals found; policy
therefore considered as
successful in these 7
areas.

Paelinck, Explicit Modelling - 25,000 jobs in the North

1973 Points System region, 1960-1967. This

represents 42% of the net
increase in employment.

Bartels and
Roosma, 1979

Explicit Modelling -
Dummy Variable

Regional policy had little
effect on the growth of
service sector employ-
ment.

INVESTMENT

Van Delft,
van Hammel

and Hetson,
1977

Explicit Modelling -
Direct

Policy induced a "realloca-
tion" of investment of
1,700 million Guilders in
the North and of 1,100
million Guilders in the
South (1960-1974). The
share of total investment
attributed to policy was
17% in the North and 5% in
the South for the 1970-1974
period. '

i o e g e
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Examining employment first of all, the results suggest that policy has
had some effect, with the exception of the service sector study by
Bartels and Roosma. Using the explicit modelling/regression iesidnal
approach, Vanhové suggests that policy had a significant effect in 5 of
the 9 assisted areas examined in the period’195Q-1960 (i.e. positive
residuals were found for 5 assisted areas). Van Duijn, using the same
appfoach, tentatively concludes, on the same basis as Vanhove, that
policy had a significant impact in 7 of the 20 assisted areas, for the
period 1962-1970. The study by Paelinck concluded that policy was respon-
sible for the creation of around 25,000 jobs in the Northern region in
the 1960-1967 pericd; representing 42% of the net employment increase in
this area for this period. The only study which was unable to identify a
significant policy effect was that of Bartels and Roosma who examined
the service sector and reached this conclusion on the basis of an insig-

nificant coefficient on the policy (dummy) variable.

Only the study by Van Hammel et al., examined investment. The model

used is one whereby policy only has a redistributive effect so that gains
in one région must be offset by losses elsewhere. The North and'South
regions respectively gained investment to the totals of 17,000 million
Guilders and 1,100 million Guilders over the 1960-1974 period as a result
of regional policy. In the North, the share of policy induced to total
investment was 17.5% (1960-1964), 15.2% (1965-1969) and 17% (1970-1974),
the respective shares for the South being 1.1%, 6.1% and 5%. '

In terms of the comparisons which can be made within the employment
studies, only that by Bartels and Roosma finds no evidence of an effect-
ive policy, but this study concentrates on the service sector and perhaps
such a result is to be expected to the extent that the main effort of
policy has been placed on the manufacturing sector. In this respect, the
Vanhove and van Duijn studies have fairly similar results, although they
apply to different decades, while the study by Paelinck certainly provides
evidence of a strong policy effect.
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2.9 The United Kingdom

Over half of all the evaluation studies examined are found in the UK
and these are.fairly evenly distributgd in relation to the main impact
vériébles, employment (4), investment (4) and the movement of firms (5).
Indeed, studies of the effect of polic§ on the movement of firms have
only been found in the UK. In addition, a considerable variety of
approaches have been applied to the evaluation of policy. Below, we
will examine only the policy effect at the aggregate assisted area
levels, although the national report provides details at the level of
the individual regions. Examples will, however, be taken for individual

regions in order to illustrate particular points.

Employment

The results of studies on the effect of policy on employment are

summarized in table 4 below.

Table 4 : The Effects of Regional Policy on Employment
Reference Approach Policy Off Policy On Total Policy Effect1 Annual Average
. Period Period
2

‘ COMPOSITE DEVELOPMENT AREAS

Moore & Rhodes

(1973) Shift-Share 1951-62 1963-70 150,000 (220,000)3 21,400 (31,700)
Moore & Rhodes 4 3
(1976) Shift-Share 1951-59 1960-71 200,000 (300,000) 18,200 (27,300)
' Explicit 5
Modelling 1951-59 1960-71 279,000-321,000 25,400-29,200
Buck & Atkins '
(1976) : Anova 1951-62 1963~-71 100,000 . 12,500
Mcore, Rhodes & ) 6
Tyler (1977) Shift-Share 1951-59 1960-71 195,000 (210,000) 17,700 (19,100)
1972-76 46,000 (86,0000% 11,500 (21,500)7

4.
5.

6.

Figures in parenthesis refer to adjusted estimates to include the effect of such factors as
excluded areas and sectors as well as of pressure of demand and multiplier effects.

. Different authors use different geographic coverages. Moore and Rhodes (and Tyler) use

Scotland, Wales, Northern Ireland and the Northern region whereas Buck and Atkins exclude
Northern Ireland.

Adjustments here are made for the shipbuilding and metal manufacturing industries, other
Development Areas and multiplier effects.

This figure includes an adjustment for the pressure of demand.

This figure is made up of a number of components. a) The indigenous employment effect is
derived from the AIE model discussed in section 1. b) The immigrant employment effect is
derived by a regression model estimating the number of firms moving to the DAs due to policy
and the employment effect of these is derived by multiplying number of moves by average size
of move. c¢) To these two components are added adjustments for excluded sectors and a
multiplier effect.

Adjustments are made for the pressure of demand, but not for excluded areas, sectors etc.

The authors of this study derive the annual average effect for the 1972-76 period by dividing
the total effect, 86,000 by 5 (= 17,200) i.e. by including both end years. Our calculation,
for reasons of conformity takes 1972-76 as a four year period.

W,
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First of all, it should be noted that many of the results in table §
are not directly comparable with each other due to differences in the
degree of sectoral and geographic coverage as well as in relation to
whether or not allowance has been made for the pressure of demand and
multiplyer effects. Thus, for example, Buck and Atkins conclude thaf
their total result of 100,000 jobs (1963-1971) is not too dissimilar
from the unadjusted result of 150,000 jobs (1963-1971) derived by
Moore and Rhodesv(1973).

The results suggest that, in the sixties, the total policy effect fanged
from 100,000 to 321,000. This is, indeed, a'consideiable range and, to
some extent at least, would be narrowed if all the studies had the same
coverage. The results clearly suggest, however, that policy has had a
significant effect although the actﬁal size of this effect is still
somewhat unclear. In the only study which also examines the seventies
(Moore, Rhodes and Tyler, 1978) there is clear evidence of a declining
policy effect, this being 11,500 jobs per annum in the 1972-1976 period
as opposed to 28,600 and 24,600 for the periods 1968-1972 and 1964-1967
respectively. (These figures are the unadjusted estimates).

-

Two further points can be made in relation to the employment results:

- In the only study (Moore and Rhodes, 1976a) which separates out the
effect of the individual policy instruments, it is shown that the three
major instruments - Industrial Developmént Certificate, investment
incentives and the Regional Employment Premium - have all had a
significant effect, being responsible for 85,000-95,000, 162,00 -
177,000 and 32,000-49,000 jobs respectively in the 1960-1971 period.
Adjusting thése figures to take account of the differing lengths
of operation of these instruments during the sixties, the following

annual average results emerge:

20,250 - 22,125

II =
REP = 8,000 - 12,250
iDc = 7,700 - 8,600

- In terms of the policy effect on the immigrant and indigenous sectors,
it is shown by Moore and Rhodes (1974, 1976a) that the largest effect
has been in the immigrant sector. Over the sixties, policy induced

immigrant employment was some 60% of total policy induced employment,
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a conclusion resulting from both the shift—sh;re and explicit modell-

ing studies. ' '
In comparing the results of these studies in relation to the approaches
adopted, we have already noted the problems arising due to the differing
degrees of comprehensiveness of the studies. Nevertheless, there is
certainly a fair degree of consistency, particuiariy in the work of
Moore and Rhodes (and Tyler) and, at least, all approaches show policy
to have had a substantial effect.

Investment

The results of the effect of policy on investment are shown in table 5.
In this case, we have included the results for Scotlan@ as well as for

the Development Areas as a whole in order to illustrate certain points.



Table 5: The Effects of Reqional Policy on Investment

Reference Approach Policy Off Policy On Regional Policy Effect (EM)1
Period Period
Total Annual Average
COMPOSITE DEVELOPMENT AREAS2
Moore and Shift-Share 1951-62 1963-70 300~400 43-57
Rhodes (1973)
Rees and 3 ) :
Miall (1979) Shift-Share 1953~58 1959-76 1774 104
: 1963-70 724 : 103
S C OT L A ND
 Begg et al.? Shift-Share/
(1976) Trend Pro-
jection 1951-59 1960~-71 220 20
Ashcroft Shift-Share/
(1979) Trend Pgo- s
jection 1951-60 1961-70 37 : 4
Explicit ‘ .
Modelling 1961-71 345 34
Rees and 3 .
Miall (1979) Shift-Share 1953-58 1961-70 532 59

1. Different price measures have been used in calculating the size of the policy effect.
Moore and Rhodes, Begg et al. (and apparently, Ashcroft) use current prices, whereas
Reeg and Miall use constant (1975) prices.

2. Moore and Rhodes include Scotland, Wales and Northern Ireland, whereas Rees and Miall
include Scotland, Wales and the Northern region.

3. The Rees and Miall estimates are derived as the net sum of their yearly estimates.
4. Begg et al's results relate to their, preferred, growth standardization method.

5. Ashcroft's shift-share is based on the results by Blake (1975) who uses the capital
intensity standardization approach. It should be noted that Ashcroft conducts a shift-share
study for the purposes of comparing this with his preferred, explicit modelling, approach.

6. Ashcroft provides results for both 1970 and 1971 as end years, but prefers to use 1970 as
the end year for his shift-share approach since 1971 was a year of low pressure of demand
and since the approach adopted cannot account for changes in the pressure of demand in
any one year.
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At the aggregate Development Area level we see that the two studies

lead to quite different results, £47 million to £57 million and £103
million per annum. These studies do suggest a significant policy impact,
but the true size of this effect is as yet not clear. A final point to

be made at the aggregate Development Area level is that, unlike eggloyment;

. the policy effect in the seventies has been maintained, this being £159 .
million per annum for the 1972-1976 period in comparison to £154 million
per annum for the 1968-1971 period.

For Scotland, the four studies examined lead to widely differing results,

these being sensitive to two main elements:
- The approach/technique adopted.

- The terminal years used for the study.

Ashcroft's trend/share approach provides the only negative result found
in all the British studies, minus £0.5 million per annum (1961-1971)

but this turns to £4 million if 1970 is used as the terminal year. This
arises because the preséure of demand in 1971 was cbmparatively low. The
shift-share approach of.Rees and Miall provides by far the highest result,
£59 million per annum. The other two approaches, Begg et al's. shift-share
and Ashcroft's explicit modelling lead to annual average results of £20
million and £34 million respectively.

Again, the majority of the evidence suggests that policy has had a
substantial effect on investment, but just how much cannot be said with
any degree of certainty. Of particular concern here, is the apparently

high sensitivity of the result to the approach/technique used.

Movement of Firms

Five studies examining the impact of policy on movement into the
development areas have been fognd. Four of these use the explicit modell-
ing approach (Mbore and Rhodes, 1976; Ashcroft and Taylor, 1977 and 1979
and Bowers and Gunawardena, 1979) the remaining study (MacKay, 1939)

vusing the shift-share approach. In addition, Moore and Rhodes and Ashcroft

and Taylor also use the "naive" trend approach to give a rough idea of the
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policy effect and use this as a check on the rough order of magnitude of
the results derived from their modelling approaches. These results will
not be reported here, except‘to say that they correspond closely to the
results derived by the other approaches.

Within the four explicit modelling approaches, a distinction can be made
between the two types of models used:

- pressure of demand models (Moore and. Rhodes, Bowers and

T

Gunawardena)

- investment demand/generation - distribution models (Ashcroft and
Taylor) .

The details of the distinctions between these two approaches to modelling

the movement process are discussed in detail in the UK report.
The results of these studies are shown in table 6.

Initially, it can be seen that all studies suggest that policy has -played
a substantial role in causing firms to relocate to the Development Areas,
suggesting an effect of 500 to 980 moves, so that policy was responsible
for some 43% to 87% of all moves. The estimate derived from the shift-share
approach (62%) lies more or less in the middle of the range defined by the
explicit modelling approaches. )

At the level of the individual instruments of policy, there is again
general agreement that all of the instruments examined have played a sub-

stantial role. In this respect, however, two points should be noted:

- First, the introduction of both the Regional Employment Premium and the
Special Development Area programme in 1967 prevents these instruments
being used in the same model. Moore and Rhodes and Bowers and Gunawardena
include REP, whereas Ashcrgft and Taylor prefer to use the SﬁA.

- Secondly, there is considerable disagreement in terms of the absolute

size of the effect due to each instrument and therefore thelr ranking.

1. While these two studies use the same basic¢ pressure of demand model
the Bowers and Gunawardena model measures the pressure of demand by
vacancies (Moore and Rhodes - unemployment) and the IDC policy by
number of refusals (Moore and Rhodes - refusal rate).
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Table 6: The Effects of Regional Policy on the Movement of Industry

Pressure of Demand Models Investment Demand/Generation-Distribution Modeis
Reference Moore and ,| Bowers and Ashcroft and 3 Ashcroft and MacKay (1979)1'3
Rhodes (1976a)”| Gunawardena Taylor (1977) Taylor (1979)3
(1979)2
Period 1960 - 71 1963 - 70 1961 - 71 1961 - 71 1960. 71
Studied
Total . An.Av. | Total An.Av. | Total An.Av. Total .An.Av{ Total An.Av.
IDe 495-506% 45-46 | 371 53 430(G) 43 470-610(G) > 47-61 - -
75+(D) 7.5+ |153-198(G)> 15-20 - -
11 288 36 378 54 164(D) 20 222(D) 28 - -
REP 160-104  40-26 | 188 94 - - ' - - - -
SDA 0-80 0-20 | - - 126(0) & 31 _45(D) 1 - -
LEA - - - - - - S0 (D) 17 - -
Total
gg‘ﬁg;‘l 943-978  86-89 | 937 134 500(D)’ 50 470-515(D) 47-51 700 64
Effect
Share of
Policy 8
Induced 84%-87% 75% 46% 43%-48% 62%
to Total
Moves

G = Generation effect
D '= Distribution effect

1.

2.

3.

7.
8.

Following the discussion in the text, MacKay's standardization approach can be interpreted
as implicitly based on an investment-demand moéel.

These studies provide annual average results so that the total is calculated by multiplying
the annual average result for each instrument by the number of years that instrument was in
operation over the study period (e.g. II, 1963-1971 = 8 years).

These studies provide total results so that annual averages are calculated by the reverse
procedure as in 2 above.

Moore and Rhodes say that the IDC operated over a 12 year period (i.e. 1960-71, inclusive
of both end years). In the above table, the total IDC effect is calculated over an 11 year
period to allow comparison with the other studies and since the years of operation of other

.instruments in Moore and Rhodes are calculated for a period inclusive of only one end year

(i.e. II, 1963-71 = 8

The different results
rate is zero, G = 610

years) .

are due to different IDC policy off values. When the policy off refusal
and D = 198; when it is 4.9%, G = 470 and D = 153.

The authors note that the SDA effect is likely to be overestimated since total movement into
the SDAs over 1967-71 was around 120.

This figure is based on the authors' own estima;es rather than our calculations.

These authors used a different movement series from the others examined in the table. On this
basis, total movement into the Development Areas over the study period was 1247.
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Indeed, the UK report shows that, for the movement studies, the total
size of the policy effect, as well as how this is apportioned between
the individual instruments of policy, is often quite sensitive to the
following features of the ways in which the explicit modelling approach
has been implemented:

- The type of model used to model the movement process.
- Proxies for variables, in particular the pressure of demand.
-~ The inclusion/exclusion of particular policy instruments.

- The definition of the policy off value of the IDC.

- Time lag structures.

In conclusion, it is certainly quite clear that regional policy in the
UK has had a substantial effect. Particularly comforting in this respect
is that this conclusion generally holds for all of the three "impact"
variables analysed and for all the approaches used. Where uncertainty
still exists, however, is on the actual size of the policy effect and
how this is apportioned between the individuél'elements of policy.
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Section 3: Micro Studies

Whereas the macro approach to evaluation is concerned with the appli-
cation of statistical techniques to aggregate data, the micro approach
seeks to cast light on the role of regional policy by asking firms, via
the use of questionnaire and/or interview techniques, what factors in-
fluenced a particular decision, for exaﬁple, why they'moved into an as-
sited area. In doing so, information is provided on the role of regional

policy as a factor influencing such decisions.

Initially, two differences between the macro and micro approaches should

be noted:

- First, whereas macro studies have been conducted with the explicit ob-
jective of estimating the effect of policy, micro studies, in general,
have been initially concerned with identifying the forces and factors
behind a particular decision. In doing so, they are, of course, then able

to comment on the role of policy.

- Secondly, whereas macro studies can provide an absolute estimate of the
size of the policy effect, micro studies are limited to discussing the
. role of policy relative to other forces influencing a given decision or
behaviour. Thus, by the use of some ranking device such as number of
mentions or firms' assessment of whether a particular factor played a
major/minor role in the decision, it is possible to comment on the role
of policy relative to other forces in influencing particular- decisions.
The micro approach cannot therefore determine, for example, the number
of firms moving into assisted areas due directly to regional policy but
rather can say whether policy played a stronger role than, for example,

labour availability, market considerations and so on,
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The remainder of this section is organized as follows; first, the role of
micro studies in the evaluation ‘of regional policy will be examined, followed
by a discussion of the methodology and associated problems of this approach,'
Subsequently, the micro studies examined in this project will be discussed
and categorised. Finally, the results of these studies will be reported

and, in addition, compared to the results derived from the macro approaches.

3.1. :The Role of the Micro Approach in the Context of Evaluation

Insofar as the principle focus of this paper is that of the approaches which
have been used to derive an estimate of the absolute size of the policy
effect, then it is obvious that the macro approach must be used; the nature
of the micro approach allows‘only a relative measure of‘the role of policy.
The above focus together with this feature of the micro approach therefore
predetermines.the roles which micro studies can play within a partial eva-
luation of regional policy, roles which are different from, but complementary
to, the macro approach. In this respect, the mi¢ro approach performs two
major functions; as a check on the results of macro studies and as aﬁ input

into the design of particular macro approaches.

Before discussing these functions, However, it is important to note that
thé usefulness of the microiapproach in these respects is highly dependent
on the extent to which they provide a reliable picture of the real world
as perceived by businessmen. The probléms associatgd with the micro
approach in this respect is the subject.of the next section. To the extent
that questionnaires or interviews are unable to provide an accurate pic-
ture of how decisions were actually made, the usefulness of the micro

approach in evaluation is necessarily questionable.

The first of the two roles which micro studies can play is that of acting

as a check on the results derived by macro approaches. Given the problems
already discussed in relation to the macro approach, both in principle and
in practise, a greater degree of credence can be placed on macro results
when these are supported by the results of micro studies, for example, when
both macro and micro studies show policy to have played the major role in
terms of the movement of firms into the assisted areas. When macro and micro

studies, however, arrive at conflicting results, it is difficult to suggest
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which result, if any, is.more likely to be the accurate.one.

The second role of the micro approach is that of using the information
derived from micro studies as an input into the macro appfoach. In this
respect, this role is confined.to those macro approaches which attempt

to explicitly model particular processes, such as regional employment
performance, investment behaviour or firm movement. In essence, micro
studies are important in this respect since they provide émpirical evi-
dence to set against the relationships suggested by theory. From this
theoretical and empirical base, hypotheses can be formulated and models
constructed to test these relationships and to identify the policy effect.
The empirical evidence provided by micro studies can be seen as perform-

ing two roles in this respect:

- First, in relation to the process which the macro approach attempts to
model. Taking an example from firm movement, since most of the micro

. studies have this focus, micro studies concerned with the way in which
location decisions are made may be able to provide evidénce to support
the adoption of a particular model of the movement process. Thus, if such
micro decision - progess stﬁdies would reveal that location is treated as
part and parcel of An 1nvestﬁent decision with investment appraisals
being conducted for a variety of locations, this could warrant the adop-
tion of an investment - based model of movement. Similarly, if such a
study would show that the initial stimulus to move was on the basis of
deficiencies or constraints at the present iocation; this could warrant
the adoption of a model which separately treated the decision to move
and the decision (where) to locate.

- Secondly, in relation to the variables, particularly non-policy variables,
which could be included in the macro model. Thus, micro studies which
focus on the reasons or factors which induced a move to the assisted
areas give an indication of the likely key variables which could be
incorporated and tested in a model of movement. Where a micro study re-
ports that a given factor played a major role yet this proved to be
statistic¢ally insignificant in a macro model, two possibilities are
open; the factor is either inaccurately reported or revealed in the
micro approach and/or poorly proxied or modelled in the macro approach.
In this latter aspect, the measurement of variables, micro studies

may also be able tb”play'a role; for example, when micro evidence
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suggests that firms generdlly do not apply discounted cash flow tech-
niques in investment appraisal, the merits of measuring the strength of
investment incentives in terms of their discounted value may be question-
ed. In addition to these functions, the use of a wider definition of
evaluation, such as the relative merits of different courses of action,
ﬁould permit further roles for the micro approach. In particular, inform-
ation on the process by which decisions are made and the factors influenc-
ing them could allow comment on the relevance of policy and the appropriate-
ness of policy design, thereby permitting greater insight into why policy
has had the effect that ﬁas been observed and how this could be improved.

3.2 The Methodology of the Micro Qgg;bach and its Associated

Problems

The basic methodology of the micro approach is that of collecting in-
formation on a particular topic by means of gquestionnaire and/or interview.
Once the data has been collected, the general approach to its examination
has been relatively simple, with researchers generally describing the pattern
of answers and subsequently drawing out conclusions. In only a few cases is
the survey data then used as an input into a more macro method, i.e. where

it is then statistically analysed and used to test hypotheses.

However, despite the basic simplicity of the approach, micro studies are
faced with a variety of difficultiés, some which can be relatively easily
overcome, others not, which causes one to be cautious-in accepting their
results. Here, we - focus on those problems of survey-based research which

are common to this general approach, As these difficulties are well known,

they can be dealt with quite briefly.

First of all, the vést majority of studies examined do not set out expli-
city or principally to test hypotheses concerning the effectiveness of re-
Qional policy. Rather, their aim has been that of providing information on
particular factors of interest to policy makers and researchers, such as
the factors causing movement and determining choice of location. Only those
studies which include policy as a factor have been included in this report.

While this general feature of the studies examined (i.e. they aim to provide
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information rather than to test hypothesis) does of course allow
comments to be made in relation to the role and effectiveness of
policy, this characteristic of micro studies often results in either

a poor or simplified specification of the policy element or they do not
ask the questions which require to be asked to allow clear conclusions
to be drawn on the role of policy. For example, none of the studies
examined asks the question, "Would you have moved to an assisted area
‘had there been no regional policy?" There may, of course, be a number

of difficulties in interpreting the answers to such a question.

Having decided on the purpose of the study, the next major task, and

one which can result in difficulties, is that of Qefining'and selecting

the firms to be interviewed or questioned. The major choice here is in
terms of a sample survey versus the complete population. Choosing the com-
plete population is generally only possible when the population is of
manageable proportions since this approach is time consuming and expensive.
An obvious prerequisite, of course, is the ability to be able to identify
all th0seAcase§ with the desired characteristics - e.g. those manu-
facturind firms which moved to an assisted area. A register of the popu-
lation is doubly important when the population is to be surveyed by means
of péstal questionnaire, where response rates are generally low, so that
one can test for response bias. The majority of studies'examined have
surveyed samples of the population and here a major problem can arise in
relation to the representativeness of the samplé. These difficulties are,
however, not immuiable; representative samples can be obtained by means of
stratifying the sample but, again, this requires knowledge of the prevailing
population which is not always available. Problems of bias can therefore
arise again. In a number of the studies examined no or little information is
given on sample selection or the nature of the sample. A third difficulty
relates to the design of the questionnaire or interview schedule. The
technical question of drawing up a questionnaire to -cbtain the information
desired without influencing the respondent is an inherent problem of éurvey

research. To obtain the desired information, questions must be clearly



phrased, easily understood, capabie‘ of a reasonably quick response

and must avoidileading the respondent. This is by no means an easy task.

A first choice is that of whether to have an open or structured questionnaire,
in this case the latter providing a list of. possible answers, the former

not. The trade off here is one of either leading the respondent or forcing
him/her to frame answers within the confines of the‘potential answers
(structured questionnaire) as opposed to hoping he/she will be aware of the
purpose of the question, know the answer and not require prompting (open

questionnaire).

In relation to the questions asked, a number of problems can arise. First,

the use of non-mutually exclusive questions creates difficulties in interpret-
ing answers. For example, in asking if constraints at the present location
stimulated movement, it is unclear whether financial or physical (or both)
constraints are implied. Secondly, in movement studies, guestions on the
attributes of the location chosen or examined generally also contain site-
specific components, so labour availability and local authority response can
be grouped together when they play different roles in terms of location, the
former being region-specific and the latter site-specific. Thirdly, questions
are often posed at different levels of generality, so some factors are only
broadly defined, for example, market potential, while others are more explicit,
e.g. availability of skilled or female labour. In relation to policy, this is
often specified in a collective form, with no distinction made between the
various instruments of the policy package. In other cases, the effect of a
policy element, not directly specified in the questionnaire, may overlap

with other factors, for example labour costs and labour subsidies or the
availability of premises and locational control or factory provision policies.
Finally, often important questions are not asked. In relation to movement
studies, we have already noted one, "Would you have moved to the assisted
areas in thevabsence of policy?f - the micro question associated with the
macro concept of establishing the counterfactual position. In addition, the
majority of movement studies take as their starting point the fact that the
firm did move and focuses, therefore, only on those factors influencing the

choice of location. Factors determining the necessity to move and, more
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important, whether firms would have preferred to_expand where they already
were and the reasons why are often not examined. Concentration only

on actual’movers is therefore somewhat one-sided; attention is focused
on locational determinants rather than on the determinants of whether

‘a firm will move or has to move. If the forces influencing movement and
'location differences are different, and if maéro studies wish to model :
these processes separately, then information on both of these decisions
is necessary. In addition, focusing only on actual movers can lead to
some bias in the results, in particular the overestimation of the com-
ponents of assisted area attractiveness since this is not set against
those cases (i.e. potential but non-movers) for whom these influences

played no role.

The fourth major area where problems in the micro approach can arise is

in relation to the respondent. Ideally{ the respondent should be one of
those who took part in the decision in question, but often the time be-
tween the decision and the study is such that the relevant person is no
longer with the firm or that he can no longer remember the details. The
problems of contacting the appropriate respondent are obviously compounded
when a postal questionnaire is used.

The final major difficulty associated with the micro approach relates to
the interpretation of the answers given by the respondent. The problem

of ex post rationalisation permeates survey research. Thus, a rationale

may be subsequently attributed to irrational decisions so that the de-
cision on where to locate may be explained in te:ms of the costs of alter-
native locations when in fact the decision was based on factors such as
golf courses or the preferences of the managing director's wife. In addition
the respondent may provide answers which he feels the questioner wishes to
hear or which conceal the real reasons for the decision. For example, he
may have gone to an area because of its low labour costs, but might not
mention this for fear that he is accused of exploitation. In other cases,
the way in which the decision was made may be such that it cannot be easily
incorporated in the structure of the questiohnaire. Thus, for example, wﬁen
asked to rank the factors in order of impoftance, the interdependency of
these factors may cause him to opt for one main cause wheh, in fact, a
variety of features led to a general consensus for a particular location.

The problems associated with separating out the components or elements
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of a decision can therefore lead to significance being attributed

to factors which were largely unimportant. In relation to policy,
respondents might say that policy was important in case this would
influence the future availability of incentives. Finally, where hypo-
thetical questions are asked, e.g. "If policy took a certain form, would
this increase your willingness to relocate?", it is perhaps best to treat

the responses also as hypothetical.

3.3 A 010 of Micro Studies

Since micro studies all have the same basic methodology, the most
appropriate way to categorize micro studies is in relation to the .
purpose of the study, i.e. the parficular decision, behaviour or
feature they seek to examine. In this respect, six main categories
are found: | :

- Studies of Locational Determinants

- Studies of the Location Decision Process

~ Studies of the Investment Decision Process

- Studies on Costs, Performance and Satisfaction at’ the New Location

- Studies asking Hypothetical Questions.

The extent to which these types of studies have been conducted within

the community is shown in table 7. It should be noted that while

the studies have been classified according to their prime focus, a number
of studies contain elements relevant to two or more of these categories.

A classification is only an ordering device} which allows one to separate
out the main features and roles of the different types of studies. Before
proceeding to examine these, it should be noted that virtually all the
studies examined are related to the movement of industry, the only major
exception being those few studies which focus explicitly on the investment

decision. -
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Table 7: A Typology of Micro Studies!

Purpose of Incidence
the Study

' ' DK| F| FRG| Irl| It UK | Total
Locational 4 7 3 2 8 29
Determinants
Location Decision 1 4 1 6
Process
Investment Decision 2 3 5
Process
Costs Performance 1 1 3
Satisfaction

T

Hypothetical 2 2
Questions ‘
Total 7 8 9 0 3 12 45

1: Note that the total number of entries does not correspond to the

number of studies examined, since, in some cases, the study had

two main foci.




- 75 -

3.3.1 . Locational Determinants

Studies of locational determinants seek to identify the factors which
influence location decisions. In general, they focus attention on "push"
factors (those factors stimulating movement away from the existing lo-
_cation) and "pull" factors (those factors determining the choice of a new
location). In many instances, there is of course a considerable overlap
between push and pull factors; a firm moving out of one location because
it cannot obtain labour will obviously seek a new location where labour
is available. In drawing up a questionnaire, care must be taken, there-
fore, that the distinction between push and pull factors is not too rigid
since, particularly in relation to policy, this could influence the re-
sults. For example, to have locational controls act only as a push factor
and incentives only as a pull factor causes the roles of these instruments
to be predefined rather than to identify these roles as a result of business-
men's perception of the roles they played. It is quite conceivable, at
least in theory, that.controls could also have a pull effect and incentives

an effect on the generation of investment and movement.

Only a few studies examine a third group of factors - "keep" factors, i.e.
those forces which cause the firm to realize its expansion in situ. The
lack of examination of keep factors causes the majority of studies on lo-
cational determinants to take as their starting point the fact that firms
decided to move, i.e. they examine only actual movers. Little attention is
given to potential, but non-movers, i.e. to those expanding firms which de-
cide not to move but rather expand in situ. This can be considered as a
major deficiency in this type of micro study given the locational inertia
which generally characterizes location decisions. At best, macro movement
studies,examine only movement and location decisions, following the
general push and pull components of the micro approach to modelling
movement; the first, generation, stage is to explain the constraints

which cause firms to move out of their present locations and the second
stage explains the locationsAthey subsequently choose in relation to the
latter's attractiveness. The starting point of micro and macro studies is

therefore that investment which moves (MI) whereas additional information
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on the movement process could be obtained by also focusing on potential
but non-movers (i.e. on all expansions, regardless of whether or not they
hove). The starting point of the investigation would then be share of in-
vestment which moves (i.e. %E ) .

In relation to the role of this type of micro study as an input into the
macro mgdeliing approach, locational deferminant studies can obviously
provide information on the variables which influence their decisions. In
addition, they can also provide information on the process to be modelled;
for example, whether or not it is worthwhile to treat the decisions to move
.and locate as separate decisions determined by separate forces.

3.3.2 Locatlion Decision Studies

The main distinction between location decision and location determinant
studies is that the latter focuses principally on the .factors influencing
decisions whereas ﬁhe focus of the former is on the way in which decisions
are made. Studies of the location decision process are founded on a behavioural-
-theoretic approach to the study of decision making and therefore require
a detailed investigation of the nature of decision making in modern industry.
Thus, the nature of the organization, the motivations of the decision maker(s)
and the appraisal of alternative strategies are among the many areas which
must be investigated to gain insight into the process of decision making.
As can be seen from table 7, this type of study has not been conducted very
often, yvet it can be regarded as essential if the movement process is to be
understood and modelled. Macro movement models imply a particular rationale
to the location decision process, so that it is essential to investigate
whether this rationale is found in practice. For example, some macro move-
ment models treat movement via an investment approach; it is therefore
important to know whether location and investment decisions are fully inte-
grated, so that the decisions to move and locate are taken on the basis of
the appraisal of alternative strategies in relation to profitability, costs,
revenue etc., or whether location enters the decision at a late stage, i.e.
when it is found that the preferable strategy - in situ expansion - is not
possible and whether the firm then enters into a comparative examination of

alternative locations or chooses the first acceptable location found.

iy
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3.3.3 Investment Decision Studies

Since all movement is associated with investment, a study of the invest-

ment decision process can provide valuable insights for policy makers and
researchers. Apart from the obvious area of identifying the extent to which
investment and location decisions are seen as interdependent, investmenp
decision studies could help in deciding between competing approaches to
modelling movement and could provide a useful backcloth against which to
evaluate the results of macro studies. Thus, for example, if it was found

that investment and location decisions were highly integrated, but. that the
financial appraisal took no account of investment incentives, then considerable
~ Goubt could be cast on macro studies which showed incentives played a major

role in explaining movement into the assisted areas.

This type of study, like the location decision process, generally requires

an in-depth examination of firms gy means of interview. Such studies are
therefore necessarily limited in their coverage, being more in the nature of
case studies rather than sample surveys. The i;mited amount of stu@ies.of

this type at present can obviously lead to queétions on the representativeness
of their results and this can only be remedied by more research into these

fields before one can begin to generalize.

3.3.4 Studies of Comparative Costs, Performance and Satisfaction

Whereas the previous types of studies are concerned with the move itself, this
type of study focuses primarily on post-move performance. Thé value of this
type of study lies in the fact that if policy directly aims to promote re-
location to the assisted areas, we should therefore be concerned with whether
the firm regards the move as a success and whether or not it would be pre-
pared to do so again. In some cases, these studies focus on the move itself
and the implications of this for the viability of the firm, while others also
examine the degree of satisfaction with inducements. The value of this type

of study lies in the information it can provide on the extent to which policy
causes resource costs (e.g. stimulating movement which becomes inefficient and
uhprofitable) and particularly where dissatisfaction is found in relation to
both policy and non-policy factors. The latter type of information can be

very useful to policy makers, suggesting ways in which policy could be im-

' proved to match the needs of firms. The link between this type of micro study
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and the macro modelling approach is rather weak; the main area of use-
fulness lies rather within the wider definition of evaluation where some
insights can be given into elements such as the resource costs of policy

and the appropriateness of policy design.

A major problem of this type of study is its relative nature, i.e. it is
based on comparisons of actual experience in relation tp expectations or
to.ihe situation at the old location. In some instances, these are likely
to be very subjective which create difficulties in attempting to quantify
costs or performance. Where detailed company recards are available, the
opportunities for a more objective assessment aﬂdmcomparison are greater,
but studies conducted.on this basis are likely to be quite demanding on

time and manpower.

3.3.5 Studies of Hypothetical Situations

Studies of this type ask firms to respond to hypothetical questions in
relation to such things as the conditions an area would have to display be-
fore it would be considered as a possible location or whether a differeﬂt
form of regional policy would be likely to increase their propensity to
move. The value of this type of study is that an area could find out in
which aspécts conditions could be improved to increase its attractiveness
while policy makers could perhaps gain insight into the extent to which
policy is appropriately geared to the perceived needs of businessmen. The
major problem associated with this type of study is of course that hypo-
thetical questions lead to hypothetical answers. Thus, while firms might
respond that a higher incentive value or different type of incentive would
increase their willingness to relocate, no certainty can be attached to
these answers since the modification of policy may not lead to any major

change in willingness to move.
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'3.4. The Results of Micro Studies: A Comparison of Micro

and Macro Results

The vast majority of micro studies examined focuses on actual or potential
relocation to the assisted areas, éither in terms of the factors in-
fluencing the decisions to move and locate or the process by which such
.decisions are reached. Such studies can provide valuable insight into

the effectiveness of policy as seen from the perspective of businessmen;
for the purposes of this feport our interest lies in the extent to which
policy played an important role in such decisions and how important policy
was in relation to a list of factors which did or could influence ﬁhese

decisions.

In the previous section we noted that, faking the view that micro research
. can be used as an input into the macro evaluation of policy, three roles
could be found for micro studies. However, since almost all of the micro
studies examined focﬁs on movement, and since macro movement studies

are only found in the United Kingdom, the scope of this section is limited

to discussing the following two points: '

- First, to report on the results of micro studies in relation to what
they say on the extent to which policy influencea the location decision
and to comment, on this basis, on the role and effectiveness of policy.

- Secondly, to compare the results derived from micro and macro studies to
determine the extent to which these are in harmony or yield rather con-
flicting pictures of the role of policy. Since macro movement studies
have been conducted only in the United Kingdom, this comparison of
micro and macro results can, for the other countries, only be made in
a very partial way; we can only examine whether or not micro movement
studies and macro employment or investment studies yield similar or
dissimilar conclusions on the significance of the role of policy. Es-
specially in these cases, it has to be noted that the link between move-
ment and employment, for example, is a very partial one; movement will,
of course, generally generate employment, but movement is only one of

the avenues by which regional employment performance is improved.

In terms of the other roles of micro studies as inputs into the macro

approach, a dis;ﬁssion on this topic can only be conducted for the United
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Kingdom and, since this has already been carried out in the British
report, it will not be further discussed in this comparative report.

3.4.1 Belgium

The only micro study found for Belgium was that of Merenne-Shonmaker (1975)
who primarily set out to examine the process of industrial development
(i.e. the means of employment growth - creations, expansions, transfers)

in two provinces - Liege and Limbourg. The prime focus was not, therefore,
to examine the role of regional policy or to determine the reasons why
firms moved into these provinces. However, in conducting the study, some

light was thrown on these topics.

First of all, in Limbourg, some 60% of the firms setting up in or relo-
cating to the province did so within its assisted areas, the equivalent
result for Liege being 50%. While this, in itself, says little on the role
of policy, Merenne-Shonmaker concludes the major factors influencing

choice of location were, in decending order of importance:

1. labour availability

2. land

3. labour relations

4. infrastrucutre

‘ 5. regional policy

These results show that policy, in terms of its ranking; did not play
a major role in attracting firms to the assisted areas of these provinces.
This conclusion is, in general, not too dissimilar from the one macro study
for Belgium (Bodson, 1977). However, apart from differences in coverage and
focus and critical questions which can be raised concerning these studies
{see the Belgium report), one should not generalize from these results
given the sparcity of evaluation work which h&s so far been conducted in

Belgium.

Wi



3.4.2 Denmark

Of the six micro studies examined for Denmark, four were concerned
with the factors influencing the decisions to move and locate. The
‘decision to move was repeatedly related.to internal problems of the
firm, where lack of space and problems in relation to labour availa-
bility were the most often mentioned factors which acted as a con-
straint to in situ expansion. Regional incentives as a push factor

were never mentioned.

The factors determining the subsequent choice of location and their
ranking are reported in table 8. It can be seen that labour, site,

buildings, markets, transportation, person;l pieferences and raw

. materials were the major determinants of locational choice. Regional
incentives were generally ranked quite low as a. pull force, their

'highest ranking being 5, but,in two of the four studies, it was as iow
as 10.

In éeneral, these studies concluded that policy did not appear to play
any significant role in terms of area attractiveness or as a-pull fac-
tor. Policy did not appear to contain measures which could

~ be expected to significantly affect the motivation of firms to invest,
move out of one area or move to an assisted area. Indeed, one study
(Landsplanungs~Valgets Sekreteriat 1966) directly asked whether policy
influenced the decision to invest; of the 763 investments examined over

.the 1950~1964 period, only 6 (0,8%) said that incentives had made the
investment possible. Also, in comparing the studies conducted in the
sixties and seventies, the strengthening of policy in the seventies is
apparently not matched by any increase in the potential of policy to

play a substantial role in influencing movement and location decisions.

Again, we must be cautious in generalising from these studies. Firstly,
no macro studies were found so we cannot say whether these conclusions
are supported by macro evidence. In addition, the samples used in the

micro studiés contained firms.with véry different locational histories
: thle the small number of studies makes it difficult to make worthwhile
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comparisons over time, particularly in terms of whether the streng-

thening of policy was matched by an increase push and/or pull effect.

3.4.3 - France

In France, éight micro studies have been examined. In most of these
studies it Qas concluded that policy played little role in relation to
the decisions to invest (i.e. little inducement effect) or to move (i.e.
little generation effect). Only the disincentive policies play some push
:ole. This, together with thev(perhaps associated) shortage of space

plus windfall gains from real estate sale, weré often important factors
causing firms to move out of Paris. Such moves, however, generally lo-
cated in-the ring outside Paris. As a pull factor, increasing the attrac+
tiveness of the assisted areas, only one study (SOFDI, 1970) found policy
to have played a signif;cant role in the decision to locate while two other
studiés (Chesnais, 1975 and SERES, 1968/9) found the availability pf
regional aid played some role, although this was by no means the major
factor determining the new location.

In general, growth and the problems of realizing this in situ were the
major push forces while the éhoice of the new location was principally
influenced by market vicinity, infrastructure and contacts with other
establishments (for large establishments) and by labour availability

and relations (for the others). For international firms, the major lo-
cational determinants were labour and raw maﬁerial availability. For
these, policy may have played some role in the choice of the country, but

not in terms of the eventual location chosen.

Such a conclusion must be questioned; it is difficult to conceive that
policy plays a role in the selection of a nation but not in. the selection
of the location within that nation. Regional policy only plays a direct
role in relation to the assisted areas, so if a-firm decides to go to a

country because of its attractive regional policy it must simultaneously

decide to lbcate~in an‘issisted area. The confusion in the abové result
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‘may however lie in the fact that public policy rather than just re-

gional policy was the focus of consideration.

Micro studies do not, in general, suggest that policy has had a major

or highly significant impact on the movement or location decisions.

The only comparison which can be made between these macro studies and the
one macro study examined in France is that both suggest that the im-

pact of policy has declined since the early seventies. In this respect
the micro studies show that the previous importance of labour (par-
ticularly labour costs) in the assisted aréas has declined and that

there is now an increased tendency for (larger) firms to locate plants

in the low labour cost countries of the third world.

3.4.4 Federal Republic of Germany

Seven of the eight micro studigs examined for Germany provide information
on the factors which influenced locational choice. These are reported

in table 9. From this table it can be seen that regional policy, as

a push factor, is generally ranked fourth or lower; in one study (Georgi/
Giersch, 1977) policy is seen as the second most influential factor, while
in another (Freund/Zabel, 1978) policy has third place on the ranking of
pull factors. However, it should be noted that those studies where policy
is given a high rank (Georgi/Girsch, rank 2; Freund/Zabel, rank 3; Wolf,
rank 4) were also those studies focusing only on firms which moved to the
assisted areas and received regiocnal assistance. In general, the major
factors influencing the choice of location have been the availability of
sites and buildings, labour availability and (traffic) infrastructure.

These micro results suggest that policy has had little ability to in-
duce new investment or to generate movement. It is likely that, for a number
of firms, incentives have represented a windfall gain. Howéver, policy
does appear to have had some steering or pull effect, but here, it was
never the major influential factor. Rather, it appears policy plays a role-

at a second stage of the location decision; firms select a number of po-
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tential locations which fulfil. their minimum requirements (in terms of

buildings, labour infrastructure), and, once this selection has been made,

policy may play a role in causing the firm to locate in the assisted areas
rather than in some other acceptable, but non-assisted areas. The steering
capacity of incentives is therefore likely to be hiéhest for those types
of activities with minimal locational regyirements, for example, branch
plants.

In comparing the results of micro and macro studies conducted in Germany,

neither warrant the conclusion policy that has been anmunm;tigated'success.

However, the macro studies, taken together, do suggest a somewhat higher ' ,
effectiveness of policy than is the case for the micro studies. The former ;
does present a positive picture on the effects of policy, although in some

cases the effect cannot be regardéd as very substantial. Micro studies all -

suggest that policy was not the major factor influencing the decision on

where to locate, although it is possible that it played a more significant

role in the selection between assisted and non-assisted area locations

which fulfilled the main requirements of the firms. Micro studies suggest

that policy is unlikely to have a major direct effect (e.g. in inducing

investment or in generating movement) but may have indirect effects in

terms of increasing liquidity and influencing the location of new plants.

The latter lends some support to the macro study by Recker (1977) who found

that the main effect of policy was a redistributional one (steering pro-

jects from non-assisted to assisted areas) and the efficiency coefficient

of incentives, reflecting the degree to which additional investment is in-

duced, is considerably below unity.

3.4.5 ‘The Republic of Ireland 3

No relevant micro studies were found for Ireland.

3.4.6 Italy

Two micro studies have been found in Italy, one examining the location de-
cisions of international firms (Business International, 1974) and the other

investigating the reasons why Italian firms located in the Mezzogiorno
(Confindustria 1971).°

.

.
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The Business International Study suggests policy played little role in
attracting international investment into Italy; rather, the major factors
were market considerations and labour availability and cost. However,
where incentives did play a role was in steering such investments to the
Mezzogiorno once they had decided to locate in Italy. This is the role
that we would expect regional policy to play at the international level.
This conclusion is supported by the response to questions assessing the
firms' satisfaction with their decisions; incentives (and labour costs)
were regarded as untrustworthy motives for investing in the South, unless
these were accompaniéd by solid market opportunities. In relation to the
components of the incentives package, loans, grants and tax holidays

were regarded as the most important.

The Confindustrial study concludes that poiicy played a very significant
role in relation to the decision to locate in the South; the authors of
this study feel that had there been no incentives, firms to a large ex-
tent would not have decided to locate or expand in the South. However,
they provide no information to suppoft this contgntion; for example, no
list of the factors determining locational choice.and‘the frequency by
wﬁich these were mentioned is presented. Only in the'case of ihe firm
having decided to locate in the South are guestions asked in terms of
the factors determining the actual location within the South. Here, mar-
kets,-infrastrﬁctﬁre proviéion-and the availability of premises are the
prominant factors; differentiation of policy within the South (i.e. it is
availéble everywhere in the South, but in some areas higher awards are
available) plays a minor role in this respect, being ranked eighth and
ninth for southern and northern firms respectively. The authors do not,
however, discuss whether or not the intra-South variations in the value

or strength of policy are substantial.

The main focus of the study was on the roles and relative merits of the
components of the incentives package. The main role of policy is seen in

terms of influencing the locatign decision, and here grants and soft loans
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were seen as the major elements. In relation to the subsequent per-
formance of the firm once it located or expanded in the South, policy
had little effect, although in those cases where it did play some role,
tax concessions and social security concessions were the main factors.
This is as would be expected; only those elements of policy which
taking the form of a continuing (rather than one-off) subsidy can be
expected to influence running costs and the subsequent conduct of the

" firm. Thus, if the development of firms which moved to the South is
to be maintained, policy should move in the direction of improving
infrastructure and the gquality of the labour force.

In Italy, despite the limited amount. of macro and micro analysis of

the effects of regional policy, there is a considerable degree of harmony
in their results. Bofh groups of studies show policy to have had some

not insignificant effect. In addition, the macro and micro studies in-
vestigating the behaviour of types of firms (international, multi-
regional, local) lead to similar conclusions. For international and
multiregional firms, it is the level of demand in the North (i.e. markets)
which determines ﬁhe decision to locate in Italy, but'having decided to
locate in Italy, differences in the cost of capital (regional policy) plays a
major role in the eventaul choice of location. It should, however be
noted that while the micro studies show that tax holidays and, to a

lesser extent, labour premia (social security concessions) play an im-
portant role in some cases, these elements of policy have not yet been
included in the macro approach, the latter having confined itself to
examining only the role ofvgrants.

3.4.7 Luxembourg

No micro studies have been found for Luxembourg.
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3.4.8 The Netherlands

In assessing the results of micro studies in the Netherlands, it is
‘-impcrtant to distinguish between the SISWO study” aﬁa‘the other four "
‘micro studies examined since the former examined firm movement in the
1959-1962 period whereas the others covered the 1960s and/or 1970s.

The important distinction in this respect is the changing imporﬁance of
labour marke#hconsiderations as a pull factor for mobile investment. In
the fiftiee and earlier sixties, shortage of labour appeared ae the
second most important push factor, after lack of space for expansion.
Since the mid-sixties, however, interregional labour market imbalance
has narrowed, as reflected in the other four micro studies where labour
. market considerations are either not mentioned as pull factors (Pellen-
berg and Boer) or no longer play as important a role as in the past
(Poolman, Potters and Wéver, and DeGoede and van Mels). Rather, these
latter four studies mention the possibilities for expansion, floorspace
availability and price and accessibility as the main pull factors, as
shown in table 10.

Common to all studies, however, is the insignificant role played by
regional policy. In two studies, it was never mentioned as a factor

with any major influence on the location decision (Pellenberg;,Poolman,
Potters and Wever) while in the other studies it was ranked fourth, sixth
endleleventh. It should be noted that the highest ranking given to policy
i(4th, in the SISWO study) was in the only study fof'the late fifties -

' early sixties period, where, as is often the case in studies in other
‘countries, policy played a complementary role to market ( particularly
labour market) forces. As the importance of labour market considerations,
as both push and pull factors,declined, so too has the ability pf policy
to act as a steering device. Again, the only role policy may have played,
"since the mid-sixties is that of influencing the final decision between
assisted areas and non-assisted areas which satisfy the requirements

~of the firm, ééiticularly,yspace-and accessibility.

In comparing the results of micro and macro studies in the Netherlands,

the two groups of approaches appear to be in ‘general disagreement as to

the effectiveness of policy. As we have noted above, the general view of
the micro studies is that a high degree of effectiveness cannot be ascribed
to policy, yet the majority of the macro studies suggest that policy has
had some effectiveness and in some cases (Netherlands Economic Institute,

- 1971-1973 and Central Planning Bureau, 1973-1978) a quite substantial effect.
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3.4.9 United Kingdom

For the United Kingdom, twelwve micro studies haveAbeen examined. Eleven

of these provide information on and rankings of the major factors causing
firms to locate in the assisted areas, but it should be noted that one of
these (Townroe, 1971) focuses primarily on the location decision process
while three others (Law, 1964; Luttrell, 1962 and Morley and Townroe, 1974)
examine, in particular, the relative costs on performance of firms which

‘moved into the assisted areas.

Virtually all these studies identify the growth of output, i.e. expansion,
as the main reason underlying the realization of a new plant in a new
location. In many of the studies examined, over 70% of respondents give
this as the main reason for relocation. In the late fifties and sixties,
therefore, the vast majority of moves which took place were in response
to the pressures imposed by expansioh. In addition to growth pressures,
factors such as the ending of a lease, difficulties with respect to plan-
ning and location controls, increased rent and gompany reorganization are

often mentioned, but these factors generally assume minor significance.

The majority of studies examined focus on those firms which actually moved
and therefore examine only a sub-set of potential movers. For example, all
firms which expand can be considered as potential movers, but, in the end,
many of these are able to or prefer to expand in situ. The concentration

of studies on actual movers has meant that an examination of the factors
‘favouring in situ expansion has been neglected. If one accepts.that, in g;ne-
ral, firms prefer to expand in situ rather than to realize that expansion

in the form of a new plant in a new location, then movement can be regarded
as resulting from a variety of restrictions which prevent in situ expansioh.‘
In this respect, and in conjunction with expansion, the most important push
or constraint factors causing relocatitn (i.e. acting against in .situ ex-
pansion) mentioned in the studies examined were, in decending order of im-
portance, the unsuitability of existing premises, problems in terms of
labour supply, refusal or expected refusal of an Industrial Development
Certificate (IDC) and problems of access to markets.‘Differences in this
generalized pattern do of course eméige when individual studies are exam-
ined.
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The principle focus of many of the micro studies is that, having decided
to move, which factors determine the new location chosen by the firm? In
this respect, it is obvious that many of the push factors, which stimulat-
ed movement, will also become pull facto;s, influencing location. In terms
of these pull factors, labour availability has been shown to have beenvof
overriding importance, as is Shown in table li, which liéts the major
pull factors reported in the studies examined. The desire to locate to
areas with a plentiful labour supply was even stronger for those firms
which moved to assisted areas. Only in a few studies was labour availabili-
ty not the most important factor, and in these cases labour availability
was generally the second most important factor , the margin between first
and seco?d factors being often extremely small.

Regional incentives were geﬁerally ranked second in importance to labour
availabilityvand the significance of regional policy may have been even
stronger than the reported results suggest. Some confusion arises due to
the specification of policy in the questionnaires. In some cases, only
incentives are mentioned, apparently leaving two important elgments of
policy which are poorly treated., The first of these is the government's
Advance Factory Programme, the significance of this being revealed by

the importance often given to the cost and availability of premises. Thﬁs,
where the Advance Factory Programme is not explicitly specified, its in-
fluence could be incorporated under non-policy factors. The second element
where confusion arises is that of the IDC policy. Where this has been
examined, it has generally been in the form as a push force, with no pull
role being considered. Yet for firms which faced or expected difficulties
with in situ expansion due to IDC policy, the availability of IDC approval
in alternative locations could also play an important pull role. The only
study which considers this pull role of the IDC (Department of Trade and
Industrﬁ, 1973) concludes that the availability of an IDC was the second
most important pull factor.

These results certainly suggest pol;cy has played an important rolé in
influencing locational choice, but that policy has not had such a strong
influence on stimulating movements, Market factors, especially labour
availability, were the major push and pull factors but, in such a situation

where market forces are acting in harmoﬁy’withﬂregional objectives, the

e
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studies show that policy can play a major complementary role in terms of
strengthening both market push and pull forces, especially the latter,
thereby acting to increase the market forces-related attractiveness of

the assisted areas. Virtually all the studies examined were, however, con-
ducted in pericds of growth, so that, perhaps even without policy, many
firms might have made the same locational decision. Since the early seven-
ties the economic climate changed so that policy, which has also become
weaker, has had to operate within a more hostile environment and one where
market forces no longer act, at least to the same extent, to the assisted
areaé'benefit. Unfortunately, we have found no micro studies for this later
period so that we cannot comment on the extent to which the above results

remain valid in the present situation.

In comparing the results of the micro and macro studies for the United

Kingdom we can compare micro studies directly with macro movement studies,
whereas for the other countries, with no macro movement studies, we have
had to be content with rather partial comparisons in relation to the over-

all effects of policy.

There is certainly a broad degreé of agreement in the micro and macro
movement stud;gs that regional policy has played some, not unimportant
role in influencing movement'into the assisted areas. In general, however,
it appears that the macro studies provide a more optimistic picture than
do micro studies. The macro studies suggest that the share of moves going
to the assisted areas which can be attributed to policy lies in the range
of 43% to 87%, so that all macro studies,.with the exception of Ashcroft '
and Taylor, suggest that policy has been the most important factor in '

stimulating movement into the assisted areas. Even in the case of Ashcroft

I 2

and Taylor, the share of policy induced moves is just under 50%. In com-
parison, the vast majority of micro studies give policy an important,

o+ e

but secondary role. In addition to this, the:features of the macro approach-
_es used suggest that policy would have had this effect, regardless of the 5
. state of the economy whereas the micro studies throw doubt on such a con- E
clusion since policy was only able to play the important role it did, l
as’ revealed by the micro studies, since it acted to complement market

forces.
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A further area of disagreement, perhaps even more substantial, is found
in relation to the role of non-policy factors. The most appropriate macro
studies to be examined in this respecﬁ are those of Ashcroft and Taylor
since their approach distinguishes between the generaﬁion of moves (the
movement decision) and the distribution of moves (the location decision).
While the approach adopted has many mérits, Ashcroft and Taylor (1979)
find that non-policy factors (in this case, the only one being relative
unemployment in the Development Areas - i.e. a proxy for labour availabi-
lity) had apparently no effect in stimulating movement into the assisted

areas, a finding totally in contradiction to the micro studies where this

factor played the most important role. In other regression models of
movement (Moore and Rhodes, 1976 and Bowers and Gunawardena, 1979) the

. distinction between movement and location decisions is not made, so that
labour availability in these models relates to both push and pull forces.

Even here, however, policy played the major role in attracting moves to
the Development Areas. '

: I

In conclusion, therefore, there is certainly.a substantial level of agree- -/ -

. ment between macro and micio studies, perhaps more so than in other:coun—
tries, that policy did play an important role in stimulating movement to
the assisted areas, yet the above comments suggest that one must be ex-
fremely cautious in accepting the‘results of these studies given, in par
ticular, the considerable disagreement between micro and macro studies
relation to the importance of non-policy fqétors, particuiarly the rol
of labour availability. .
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Section 4 : Measuring the Effects of the Regional

Development Fund : A Discussion

The previous sections have examined the various approaches which have
been used to measure the effects of national regional policy. In this
section, we turn to a discussion of the applicability of these approiches

to measuring the effects of the Community's Regional Development Fund

(RDF) in terms of its effect on employment or investment in, or industrial °

movement to, the assisted areas of a given Member State. Since our
eventual concern lies with deriving quantitative estimates of the effect

of the RDF, only macro approaches (and, in particular, explicit modelling)
are considered.

Of particular relevance to the discussion of the applicability of national
level evaluation methodologies to measuring the effects of the RDF are the

following two aspects:

- First, the extent to which the Fund is used %o supplement rather than
substitute for national expénditure on regional assistance. If the Fund
achieves no additionality, the above discussed methods cannot be applied
to derive estimates of its effect.

- Secondiy; and'on the assumption that additionality is achieved,
attention has to be focused on the most appropriate ways of incorporat-
ing the Fund in some model to derive an estimate of its effect on some
"target" variable. In particular, attention must be given to the treat-
ment of infrastructure given the major share of RDF expenditure going
to this type of investment.

4.1 Evaluation and Additionality

In terms of the approaches discussed in section 1, the regional policy
effect can be defined as that effect (e.g. number of firms moving into
the assisted areas) whicﬁ.would not have come about in the absence of
‘policy. The macro approaches examined above define this effect in terms
of the quantitative specification of the state of afﬁairs had there been
no policy (i.e. the counterfactual or hypothetical policy off position)

.o
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and the gap between this and the actual state of affairs is attributed
to the effect of policy.

In doing this, a distinction must be made between the number of, say,
projects associated with the effects of regional pdlicy and the number

of projects induced by regional policy. It is of course the latter which
macro approaches attempt to estimate. The difference between induced and
associated projects can be seen as a "dead weight" effect, i.e. those
receiving assistance which would have in any event been realised, even
in the absence of regional assistance. Following the above definition of
the regional policy effect, the latter must obviously exclude any "dead
weight" effect.

Thus, in seeking to measure the effects of the RDF, we are looking for

an effect that would not have arisen in the absence of the RDF. In
examining the applicability of macro evaluation methodologies to measuring
the effects of the RDF, a discussion of the vexed topic of additionality

is therefore essential.

If the RDF is implemented in such a way that it acts in addition to

(i.e. over and above) national regional policy, then it may be possible
to apply one or other of the above discussed macro approaches to estimate
its effect. Thus, if the existence of the RDF results in a net addition
to national expenditure on regional assistance, then we can look for an
RDF effect in terms of one that would not have arisen in a no - RDF
situation. In such a case, there will be an RDF effect which is identifi-
able .and which can be separated out from the effect of national regional

policy assistance.

If, however, the RDF is implemented in such a way that it substitutes for,
rather than acts in addition to, national regional policy, then macro
approaches used to measure the effects of national regional policy cannot
be used to estimate the effects Bf the RDF. This follows since, if the
Fund is used in a substitutive manner, then those projects assisted by the
Fund would have been assisted from national regional policy had there

been no Fund. In such a situation the actual and counterfactual (i.e.

Fund and no Fund) positions would be identical, i.e. there would be no
effect which would not have arisen in the absence of the RDF since it

has not been implemented in a manner resulting in a net increase in
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expenditure on regional assistance. This is not to say, of course, that
the RDF has no effect; rather, it means that the Fund does not have an

effect which could be identified and separated out by way of the policy
off ‘- policy on approach which characterizes the use of macro approaches

to measuring the effects of national regional policies.

Thus, the first stage of any discussion on the effects of the RDF must
"be concerned with defining if, and to what extent, additionality is
achieved. Only thén, and on.the‘assumption of a significant degree of
additionality, can we move onto the second stage - that of incorporating

the RDF .into some evaluation model.

The RDF seeks to achieve additionality in two main ways:

- First, in terms of a "global additionality effect" whereby more projécts

receive regional assistance in comparison to a no-Fund situation. The
main way in which the Fund can do this is via a budgetary effect
whereby the availability of Fund monies allows projects to be assisted
which would not have been (at least in a given fiscal period) in the

- absence of the Fund since some budgetary limit or ceiling for national

expenditure on regional policy would have been reached.

- Secondly, in terms of a "topping up" effect whereby more assistante

can be made available to a given project. Thus, the'exis;ence of the
Fund might allow a project to receive a grant of, say, 30% of eligible
costs in comparison to a no-Fund situation where that project would

have received, say, 25%. Addifionality would then be achieved when, in

comparison to the situation where the Fund existed, the no-Fund position

would have been one where either the project was not realized at all

or Where a smaller project would have been realized.

It should be noted that the FPund seeks to achieve additionality primarily
via the "global additionality" effect, i.e. by making assistance avail-
able to more projects. The Commission would not like to see "topping ub“
become a major practise given, in particular, the discrimination between
projects that would be involved and because of the need to take account.
of the principles of the Community's regional assistance co-ordination
system. The first annual report on the RDF (1975) lists examples of how
the various Member States have used the Fund, the majority of these being
in terms of the "global additionality effect" (where the Fund has allowed



- 99 -

‘either an increase in expenditure or its maintenance when it would
otherwise have been cut) although there are cases where the Fund has
been used via the "topping up" route.

However, for the purposes of measuring the effects of the RDF, such
statements on how a given country has used its allocation from the Fund
cannot, in themselves, be taken as irrefutable evidence that addition-~
ality has been achieved and the degree to which it has been achieved.
This is particularly so given the substantial body of feeling which
regards a considerable part of the Fund as being used in a substitutive
rather than additional manner.’

While the above discussion has shown the ways by which the RDF could
achieve additionality, it is by no means clear that additionality is
achieved, at least to any major degree. Thus, while the potential exists
to achieve additionality, the practise, particularly the implementation

of the Fund, raises questions as to whether, and the extent to which,

the Fund actually does result in a net increase in national expenditure

on regional aid. The identification and quantification of the extent: to
which the Fund achieves additionality is not, initially, a purely arith- .
metical matter but one which requires a detailed investigation of the
implementation of the Fund before the counterfactual'situation.(what
would governments have spent and what would have been the situation in

the assisted areas in the absence of the Fund) can be determined. There
has been, however, very little detailed investigation of the implementation
of the Fund, but such research can be regarded as essential since it could
help to, first, identify the degree and nature of additionality and con-
sequently the appropriateness of national-level evaluation approaches and,
secondly, it could provide pointers to én alternative implementation to
allow a higher degree of additionality.

For these reasons, therefore, it is not possible at present to determine
the appropriateness of the national-level evaluation methodologies to an
evaluation of the RDF. One can, however, point to some of the relevant
questions which have to be answered and the hypotheses which can be formu-
lated and tested to determine the degree of additionality achieved by the
Fund. Of particular interest is the examination of the potential addition-
ality of the Fund following two features of national aid systems:
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- The extent to which national regional aid budgets are open-ended
or fixed.

- The extent to which national aid systems are characterized by

automatic or discreticnary award systems.

Consider, for example, a regional policy system where the budget was
open-ended and automatic awards are given. In such a case, all eligible
projects would receive national assistance. If operating within the con-
fines of such a system, the Fund could not claim an& additionality since,
with or without the existence of the Fund, all eligible projects would be
assisted anyway. In respect to the Fund, therefore, there would be no
difference between the actual and counterfactual situations, so that the
national level evaluation methodologies would not be able to identify or
isolate out any effect attributable to the Fund, i.e. that which would not
have come about in the absence of the Fund. In the national policy system
defined above, this conclusion would be supported by the way in w@ich the
Fund is implemented, in particular, the criteria by which projects are
selected for Fund assistance. In this respect, since the projects receiv-
ing Fﬁnd assistance are proposed by the national governments, on the basis

of the criteria used to decide on the eligibility of projects for national

regional assistance, the Fund cannet have an additionality effect.

wWhere the incentives system is automatic but the budget is fixed, the
Fund could have an additionality effect. In this situation, it is possible
that eligible projects could not gain national regional policy assistance
(at least in that fiscal period) simply because the budget had already
been used up and could not be extended. In such a situation, the Fund
could indeed allow projects to be aided which would not have been aided in
the absence of the Fund. To examine the extent to which additionality
could arise via this route, one would first of all have to determine
whether the budgets associated with automatic award systems are indeed
fixed, or whether the legislative requirement to give an award to all
eligible projects requires the budget to be open-ended. Again, in the
latter case, the Fund would have no additionality.

Whereas the albove discussion, concerning automatic award systems, relates
largely, although not exclusivgly, to "glcbal"” additionality, the dis-

cussion of discretionary award systems relates more to additionality via
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"topping up". Discretionary award systems have two main forms: firstly,
where the basic incentive instrument itself is discretionary or where,
‘'in addition to the basic incentive (e.g. an automatic award) there is,
in addition,a discretionary award. An example ‘of the latter is found in
Great Britain where the basic element is the automatic Regional Develop-
ment Grant and, in addition to this, it is possible that firms may gain
Selective Financial Assistance, the decision as to whether or not to
award this, as well as the rate of award, being discretionary. Discretion-
"ary award systems, in relation to the RDF, pose major diffiéuities both '
in relation to the ability to identify whether the Fund has been used in
an additional manner as well as to the potential to isolate out and
identify the investment or employment effect directly induced by any
additional use of the Fund. ’ .

PR

In relation to discretionary award systems, the two major problems which

arise in connection with the Fund are:

- First, the difficulty of determining the award a firm would have
received in the absence of'the Funa. Governments may argue that the
existence of the;Fund allowed them to make a discretionary grant offer
of, say, 25%, to}a firm when, without the Fund, it would only have
been able to offer, say, 20%. To establish, however, that this would.

in fact have been the case presents extremely intractable problems.

- Secondly, and closely related to the above point, is the extent to
which ‘the additional offer, made possible by the existence of the
Fund, was the factor which caused the firm to decide to move to or
expand in the assisted areas. Using the above example, one would have
to show that, had there been no Fund, a 20% offer would4not have led
to the same result and that the government, realizing this, would not

itself have increased the discretionary award to 25%.

Again, in investigating the above problems, account would also have to

be taken of whether or not budgets are open-ended, de facto or de jure.

The above discussion can be summed up by the following diagram which
simply provides a framework within which the potential additionality of
the Fund could be investigated.
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Potential to Achieve Additionality

Nature of Nature of Award System
Budget

Automatic Discretionary
Open-Ended No Additionality Possible aAdditionality
Fixed Possible Additionality | Possible Additionality

For the two additionality routes discussed above, "global/budgetary"

and "topping up"”, the diagram shows that in the case where an automatic
award system is combined with an open-ended budget, no additionality can
arise since all eligible projects will receive regional aid regardless

of whether or not the Fund exists. In all other céses, there is at least
the potential to achieve some additionality and we have‘noted above some
Aof the questions which require to be answered to determine whether, and
the extent to which, the Fund has achieved an additionality effect in

these situations.

Thus, while it is often felt that the Fund has resulted in little or no
additionality, an implementation study along the lines noted above is
required before the additionality question can be satisfactorily answered
and before the applicability of national evaluation methodologies to the
RDF can be fruitfully discussed.

The above discussion has been framed in terms of measuring the national
effects of the RDF, e.g. the employment effects attributable to the RDF

in the assisted areas of a given country. While there would obviously be
considerable interest in performing such a study, an alternative, geographic
focus for a study of the effects of the RDF can be suggested. Since the
objective of Community regional policy is to reduce spatial imbalance

within the community (i.e. between rather than within countries) an
appropriate focus for an evaluation of the RDF would also be its effect

on the above-noted objective. The counterfactual position for such a

focus would then be’the extent to which regional disparity within the

Community would have been greater in the absence of the Fund.
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4.2. Incorporating the RDF into an Evaulation Study

On the assumption that RDF additionality can be established, we can
turn to the discussion of incorporating the RDF into some macro eva-
luation methodology, where the implicit focus would be that of identi-
'fying the national (rather than Community)'effeqts of the RDF.

In terms of the trend projection and standardization approaches, a
priori support for an RDF effect would be provided when the gap between
the actual and counterfactual positions increased at or around the time
when the RDF came into operation. However, we have already noted the
assumptioné and limitations of these approaches, so that the discussion
here focuses on the incorporation of the RDF into some form of explicit
model which seeks to explain the performance of some "impact" variable,
e.g. in terms of entering the RDF as an independent Vvariable in a

model of , say, regional employment.

In using the explicit modelling approach, a first problem to be solved

is that of deriving an appropriate measure of the value or strength

of the RDF as it applied to a given country. If, for example; we were to

measure the RDF in volume terms, the use of a country's total or gross

receipts from the Fund would require the following two related assumpiions

to be made:

- FPirst, that the Fund is used in such a way that it achieves total
(i.e. 100%) additionality. Thus, to the extent the Fund does not achieve
perfect additionality, total receipts have to be accordingly reduced
to determine the effective (i.e. additional) amount of money received
from the Fund. This implieS:

~ Secondly, that the counterfactual or no-Fund position would be one where
the national budget for regional aid would have remained unchanged. If,
however, countries were to make payments to the RDF out of their national
regional policy budgets, then the counterfactual position for the na-
tional regional policy budget would be one where it would have been higher
than it actually is given the existence of the Fund. In such a situation
one would have to examine net receipts (i.e. rece€ipts minus contributions)

from the Fund. It is unlikely, however, even if this were the case,that net
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receipts could be calculated since a country's contribution to the

Pund is probably not separable from its total payment to the Community's
budget. It should also be noted that in a situation where the counter-
factual national regional policy budget would be higher than the actual
one, the application of macro approaches to countries in a negative

net receipts position would lead to the conclusion that the Fund had a
negative inpag¢t on that country's assisted areas. Thus, before Qe can
begin to measure the RDF, the above noted study of additionality would
also be required to define not only the degree of additionality but also

the appropriate counterfactual position in terms of national regional
policy budgets.

A second point reéuiring investigation in measuring the impact of the Fund
follows from the division of Fund monies between private investment and
infrastructure projects. In 1976, for example, 75% of all the projects
assisted by the Fund were in the infrastructure category (equalling 55%

in terms of the value of investment financed). It is likely that the share

of infrastructure to total projects has been increasing as a result of the

effects of the economic crisis.

The high share-of infrastructure - related to total assistance -provided = "~ T

by the Fund results in particular problems in measuring the effects of
the Fund. An example of a model of firm movement into the assisted areas

can be used to illustrate some of these problems, e.g.

MAA = £ (NF, AAA, NRP, RDF)

Where MAA = moves of firms into the assisted areas

NF = national factors, such as the state of the economy and
trend factors

AAA = assisted area attractiveness in terms of e.g. labour and
premises availability

NRP = national regional policy instruments

_ RDF = Regional Development Fund
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The first point to be noted here is that the existence of the Fund can

stimulate movement into the assisted areas via two routes:

- by providing additional assistance (either global/budgetary or topping
up) to individual firms to move into the assisted areas (RDFI)

- by increasing the attractiveness of these areas by improving regional
infrastructure in terms of such factors as advance factories, industrial

estates and road, telephone, airport and port facilities (RDFZ).

Thus, it is necessary to give separate treatment to infrastructure and

private investment assisted by the Fund.

Secondly, in terms of that part of the assisted area attractiveness
variable relating to infrastructure, it is necessary to separate this
into three components. If we take the example of factory availability,

any attractiveness of the assisted areas in this respect may be due to:

- market or non-policy factors
- the pfovision‘of premises as an instrument of national regional policy

- the provision of premises via the RDF.

Measuring the RDF; variable (assistance to private industry) need provide
no intractable problems provided the additionality problem has been
resolved. However, in terms of the RDF2 variable (infrastructure in-
vestment) it has been shown in section 1 that not only has there been
little treatment given to infrastructure as a variable but also, where
studies do treat infrastrucfure, many prqblems can be raised in relation-
to the way in which this variable has been dealt with. The use of index
or points systems can be regarded as inferior to some form of direct
measurement. However, as noted in the discussion of an instrument such

as the Advance Factory Programme'in GB, even a direct measurement approach
to defining the strength of policy does not solve all problems. In
particular, we noted the problem of whether the provision of Advance
Factories can be treated as an exogenous variable or whether it is better
seen as a measure which responds to the effectiveness of policy. In
addition, it wéuld be no easy task to disaggregate a factory availability
effect into the three noted components, even if we ignore the problem

of additionality.
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In this section, an introductory examination of the potential of applying
national level evaluation approaches- to measuring the effects of the RDF
has been discussed. The first and main point to be made is that we have
to ensure that we are looking for an effect which actually exists. Given
the characteristics of the approaches to meaéuring the effects of
regional policy, this means that the RDF must produce an effect which
would not have arisen in its absence. Thus, the prerequisite for the
application of any of the above-discussed evaluation approaches is a
detailed examination of the implementation of the Fund to identify if,

to what extent and in what circumstances additionality is achieved.
wWithout this, there would be no sense in inserting the RDF as an inde-
pendent variable in a model of regional performancé since this would

seek to separate out the effect of the RDF from national regionél policy
when no such separable effect may exist. It is only after substantial
additionality can be shown that one can move to the more technical phase
of model specification, and even here we have suggested that considerable

research will be required before a satisfactory model can be specified.
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Summary and Conclusions

The objecﬁives of this study have been:

~ To examine and classify the types of approaches which have been used to
evaluate the regional policies of the Member States of the European

Community.

- To critically assess these evaluation approaches and to make clear the

assumptions and procedures on which they are founded.
- To discuss the results of these studies.,

- To comment on the appropriateness of the approaches, used to evaluate
the regional policy of a country, to evaluate the regional policy of the

Community, with particular reference to the Regional Development Fund.

In this report, the term evaluation is defined in a partial way. Thus, when
we talk of the evaiuation of regional policy, our focus lies on the metho-
dologies used to identify and quantify the effects of policy in terms of
employment and investment creation and in terms of stimulating the movement
of firms into the assisted areas. Our concern lies therefore with the eval-
uation approaches‘ana techniques which have been used in relation to region-

al policy rather than the results of these evaluations per se.

The initial division made in relation to the approaches used to examine
the effects of policy is that of classifying studies as macro or micro

approaches.

- Macro approaches are characterized by the application of statistical tech-
niques to aggregate data. Macro studies seek, therefore, to separate out
and quantify the effect of regional policy on some impact variable (which
policy directly promotes, e.g. investment) from the effect of those other
forces which can be expected to influence the impact variable. The macro
approach is therefore able to say that x,o0oc jobs were created by (rather
than associated with) regional policy or that y% of all the firms which
moved to the assisted area did so because of regional policy, and that
these x,000 jobs or y% of firms would not have been created in or moved

' to the assisted areas in the absence of regional policy.



- 108 -

- Micro approaches are characterized by the use of interview and/or question-
naire techniquss where firms are asked to comment on the extent to which
a variety of factors, including regional policy, influenced a particular
decision, e.g. whether or not to move to an assisted area. Whereas thg
macro approach can provide a quantitative estimate of the size‘of the
policy effect, the micro approach provides a qualitative picture, present-
ing information on whether and to what extent policy played a decisive
role in the decision and where policy stands within the hierarchy of fac-
tors which influenced their decision. It is considered that both macro
and micro approaches play useful roles in the evaluation of policy, even
when evaluation is narrowly defined as it is in the context of this study.
The macro and micro approaches are certainly different, but it is felt
that they are also very complementary. Taking the standpoint of this re-
port, i.e. the emphasis on quantifying the size of the policy effect,
only the macro approach can perform this task. In this respect, micro
studies can be regarded as performing a valuable input into the develop-

ment of the macro approach in three broad respects:

- In providing information on the nature of the (e.g. movement) process

which the macro approach attempts to model.

- In providing information on the factors which businessmen considered
to play an important role - this can aid the selection of the appro-

priate variables for a model.
- In providing a check 6n the results of macro studies.

The results of macro approaches are often highly sensitive to the approach
or technique used or to specific features of its implementation. One may
therefore be able to place a greater degree of credulity on the results

of a macro study when these are broadly supported by micro evidence.

Section I of this report focuses on the macro approaches which have been
used to measure the size of the regional policy effect. The essence of the
macro approaéh is to pose and answer the question, "What would have been

the (e.g. employment) position in the assisted areas had there been no re-
gional policy?" This situation has been termed the counterfactual or hypo-
thetical policy off position. Figuratively speaking, the size of the policy
effect is provided by the gap between the actual and counterfactual positions.
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A variety of approaches and techniques have been applied to quantifying
the effects of regional policy and an appropriate framework within which
these approaches and techniques can be examined and compared is that of
investigating the way in which these are used to establish the counter-
factual position and the comprehensiveness by which they do so, i.e. the
extent to which gllowance is made for the impact, on the "dependent va-

riable", of all those forces expected to have a significant influence.

The approaches whichvhave been used to measure the effects of policy with-
in the Member States have been classified into three broad groups and the
first part of this section is concerned with these approacheé and how these
have been implemented (i.e. the techniques used to do so) and the ways in

which they separate out and quantify the effect of policy.

These three groups of approaches have been termed the trend projection

approach, the standardization approach and the explicit modélling approach.

One way of distinguishing between these approaches is in terms of the way

in which they determine the counterfactual positjion.

The trend approach to establishing the counterfactual position is to exam-

ine an assisted area series over a period of no (or passive) policy and to
project this trend into a period of active regional policy. This approach
rests, firstly, on the ability to subdivide a period into active and passive
policy phases, secondly, on the assumption that, other than the introduction
(or strengthening) of regional policy, no significant change occurred in
those factors which influence the variable under examination and, thirdly,
that an improvement in that variable can be identified which occurred around

the time when policy became active.

" In practice, two different techniques have been applied to conduct trend-

based evaluations of regional policy:

- A "Naive" trend calculation where, for eiample, if the assisted areas
gained 100 moves per annum in a period of no regional policy, this is
taken‘as the counter-factual position. Thus, if the assisted areas dained
200 moves per annum, in an active policy phase, the policy effect by this

approach would be estimated at 100 moves per annum.
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- A regression projection whereby the regression technique is used to fit
a trend line to the assisted area observation in the policy off period
and this is then projected into the policy on period.

The standardization approach to establishing the counterfactual position

is to neutralize the assisted area series of one or more non-regional policy
forces which are expected to influence that series. The resultant, adjusted

" series represents the counterfactual position. Since the influence of all
major non-policy forces hés‘been taken oﬁt of the series, the gap between

the actual and counterfactual positions represents the effects of policy.

In this approach,- as with the trend approach, the policy effect is calculated

as a residual since it is that defined as being left over once the series

is adjusted for the impact of other forces.

In principle, the standardiéation approach can be used, in a step by step
manner, to neutralize the series of a number of forces. In practice, the
approach has been used to neutralize the series only for one force - e.g._the
effect of industrial structure (i.e. an assisted area concentration of in-
dustries which are nationally declining). The underlying hypothesis of the
approach is.that regional, e.g. employment performance (NAA)'is determined

by two major forces, industrial structure (IS) and regional policy (RP), i.e.

The standardization approach therefore transforms this series toiprovide a
series (N) which is neutral of the effects of structure. Again the gap be-
tween the actual and adjusted (or counterfactual) series represents the

size of the policy effect, i.e.

NAA - NAA = g(RP)

The shift-share technique has been applied to implement this approach. This
technique allows an e.g. employment series to be broken down into two major
components of change, a structural component reflecting the extent to which
structure (as defined above) is responsible for the observed employment
situation and a differential component, reflecting the extent to which re-
gional employment performance is determined by a region's industries, stand-

ardized for structure, growing faster or slower than the national average.
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This latter component is calculated as a residual and, according to this

approach, is the component which reflects the impact of policy.

Standardizaﬁiod‘haS"been impleﬁénted in two Qays:wﬁy the appiication of

an arithmetic fo:munggnd_by régzéséiéﬁ analysis.

The third approach to evaluation is to construct and operationalize a model
of the forces expected to influence the variable under examination (e.g.

the movement of firms into the assisted areas). This approach has been
termed explicit modelling since it explicitly stateé the process by which
and factors which are expected to influence the variable under investigation,
both in relation to policy as well as to non-policy factors. Regression
analysis is the technique by which this approach has been implemented; In
this case, the counterfactual positioﬁ is established by rerunning the mo-
del with policy off values for regional policy instruments (i.e. zero if
they did not exist or their (lower) policy off values) to present what the

situation would have been like in the absence of policy.

Within this approach/technique, regional policy (as a whole or in terms of

its individual instruments) has been incorporated in four different ways:

- Directly, with the instruments entering as independent variables whose
value is measured in relation to their strength (e.g. the refusal rate
for locational control policies or the discounted present value of in-

centives) or value (e.g. expenditure on regional aid).

- As an intervening variable, where the effect of, e.g. incentives (II)
is seen as operating on investment (I) only via the impact of the former
on some intervening variable, e.g. cost of capital (CC). In other words,

the above, direct approach specifies:
I = f£(II)

whereas this approach specifies an indirect relationship between I and
II, i.e. _
I = f(CC) .= g(II)

The effect of incentives on investment is here identified by the effect

of incentives on the cost of capital.

~ As a dummy variable. Here, a simple distinction is made between policy
off and policy on periods or between non-assisted and assisted areas by

inserting policy as a dummy variable in the modél.

C e e —
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- As a residual. In this case, a model is specified, explicitly excluding
policy variables, so that an estimate of the effectiveness of policy is

derived by an examination of the regression residuals.

In addition to the above three broad approaches which have been used to
evaluate policy, there are numerous instances where two or more approaches
are éombined. Having described the approaches and variations of them
which have been used, the remainder of section 1 is concerned with a-
critical appréisal of these app:iroaches. This appraisal is specific to

the approaches; critical comments on how these approaches and techniques

have been used in practice are discussed subsequently.

The procedure adopted to conduct this critical appraisal of evaluation
approaches is that of, initially, developing a set of criteria against
which the approaches.can be compared and examined. To do so, we have
developed a list of "desirable attributes" of the major features an
evaluation approach should possess if they are to be able, to an accept-
able degree, to identify, quantify and explain the golicy effect. The

"Jesirable attributes" chosen are:

- whether the policy effect is treated in an explicit or implicit manner;

- whether. the policy effect is directly estimated or calculated as a re-

sidual;

- the ability of the approach/technique to isolate out the effects of

policy from all other explanatory forces;
- the ability to clearly define the counter-factual position;
- the level of explanation provided by the approach;

- the ability to perform tests of significance;

- the ability to disentangle the total policy effect to establish the

effect of individual instruments within the policy package.

While the distinction between a number of these "desirable attributes"
ié often a fine one, it is shown that the overlap between some of these
attributes is not t&fal, thereby allowing us to make further differen-
tiation between a number of approaches or techniques. Thus, for example,
not all approaches:which directly identify the policy effec£ (as opposed
to deriving this as a residual) are equally able to isolate out this

effect from that of the other explanatory variables used.
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Having developed these "criteria" the next step is to compare the approach-
es/techniques against each of these criteria to outline the major pros

and cons associated with’each gpproach and, in particular, to highlight

the assumptions and procedures on which the resultant policy effect esti-

mate is based.

In relation to the "desirable attributes", there is to some extent a
hierarchy within the approaches/techniques, at least in terms of their
potential to achieve them. 1In particular, the explicit modelling/re-
gression method, within which policy variables are directly included

as explanatory variables, measured according to their strength or value,
has the potential to achieve the "highest score" in relation to possess-
ing the "desirable attributes" of an evaluation study. Indeed, this is
seen as the only approach.capable of achieving a high score in reiation

to all seven of the "desirable attributes" examined.

In practice, however, it is most unlikely that such a relatively élear
hierarchy of the approaches, or a clear superiority of one over another,
exists. The potential superiority of one approach over another generally
arises. since it is able to overcome some of the disadvantages of another
approach and/or perform other desirable tasks which the other cannot, or
cannot do so well. However, in overcoming one set of problems, a differ-
ent set of problems generally arises, which, if not adequately resolved
can negate the theoretical or potential superiority of that approach.
And, unfortunately, it is not always possible to rely qqtheory or other
empirical evidence tov;esol§e such problems. Thus, for example, some
forms of explicit modelling may be preferred to the trend or standardi-
zation approaches since the former explicitly includes policy in the mo-
del, directly estimates the policy effect and provides more insight into
the process by which policy influences the variable under examination.
In doing so, however, other important problems arise such as the choice
between competing theoretical bases, proxies for variables or ways of
valuing variables. The significance of this new set of practical diffi-
culties is revealed by the fact that, within a given approach, the re-
sult is often highly sensitive to the features of the way in which the
approach has been implemented. Thus, for example, within the explicit
modelling approach where policy enters directly as an explanatory va-

riable, the results of, for example, movement studies, can be shown to
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be sensitive to such factors as the model of the movement process selected,
the proxy used for a particular variable, the choice of time lag struc-
tures and so on. Thus, in practice, to develop a hierarchy within the
approaches would require the existence of a preference framework to allow
one to decide whether estimating the policy effect as a residual or using

a poor proxy for an important variable was the lesser of two evils., Since
such a framework does not exist and since the outcome of an evaluation study
can be highly sensitive to the approach/technique used or to the particu-

lars of the implementation of a given approach, it would be unwarranted

to blindly equate the technical sophistication of the approach to the

reliability of the estimated result. Not only this, but in a number

of instances, major factors which can be expected to influence

the behaviour of the variable being examined are often omitted from the
model. Thus, even in relatively sophisticated approaches which obtain
acceptable econometric results and suggest a relatively effective policy,
considerable doubt can still be cast on the results given their failure to
at least examine the potential significance of factors which could be ex-
pected to play a significant role. At present, therefore there is no fool-
_proof way of conducting an evaluation study; the potential of an approach
to perform a good evaluation study has, therefore, often not been realized

in practice.

As such, the conclusion of this section is that a high degree of credence
can best be placed on the results of an evaluation study when these re-
sults are in broad agreement with the iesults derived from other macro
approaches/techniques as well as from the results of micro studies. To de-
rive a relatively firm conclusion on whether or not policy has had a sub-
stantial impact therefore requires a considerable volume and variety of
research and only the United Kingdom and, to a lesser extent, the Nether-
lands and the Federal Republic of Germany, qualify in this respect. The
picture of the extent té which evaluation studies have been conducted
Qithin the Member States, and the nature of the approaches used, reveals

four broad areas where evaluation research can still usefully be conducted:

- In only three countries have more than two macro evaluation studies

been conducted.

- Considerable gaps exist in terms of the application of particular

approaches and techniques.
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- Considerable gaps exist in the focus of the studies -~ most of the re-
:éearch has focused on employment, with much less work done on invest-
ment,whereas only in the United Kingdom has there been research into

"~ the effect of policy on the relocation of industry.

- At the gqualitative rather than quantitative level, considerable scope

exists for improvement in the operationalization of approaches/techniques.

Section 2 considers the results of the macro studieg examined in this re-
port. Although the major focus of this report is on' the methodology of
evaluation, it is of interest to report on the results of the studies
examined, particularly in order to comment on the extent to which (where
.a number of studies exist) the results are in broad agreement with each
other. It should be noted that the results discussed cannot and sﬁould
not be used to comment on the relative effectiveness of the regional poli-
cies of the Member States. In addition, we have reported the results of
these studies, a critical discussion of them being found in the respective

country report.

In Denmark and Luxembourg, no macro studies were found, with only one

each for Belgiﬁm, Francé and the Republic of Ireland and two in Italy.

For Belgium and France, the respective studies suggest some limited but
consistent policy effect (in these cases no quantified estimates of the
size of the policy effect were presented) whereas, in Ireland, bolicy has
apparently had a very substantial role, some 11,000 jobs (1960-1972) being
attributed to regional policy. This effect represents some 80%-100% of the
net increase in manufacturing employment in the assisted areas as at 1960.
In Italy, the employment effect of policy in the Mezzogiorno was estimated
at some 124,000 manufacturing jobs (1953-1971), policy resulting in a 12,6%
increase in manufacturing employment in the South. In relation to investment,
it is felt that via the effect of incentives on the cost of capital,

policy has significantly stimulated investment, although no quantified
estimate of fhe policy effect has been provided. '

In terms of the number of studies conducted, the Federal Republic of Germany
and the Netherlands represent the middle group, with four and five macro

studies having been conducted respectively. In the Federal Republic, the
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majority of evidence dces not warrant the conclusion that regicnal policy
has been highly effective., The investment studies by Bdlting (1976) and
Recker (1977) both reach a somewhat similar conclusion; the effect of
policy being more or less equivalent to the expenditure on incentive

awards, i.e. little additional investment was generated. Such a conclusion
is supported by two of the three approaches adopted by Erfeld (1979) which
show that policy had a significant impact on only one of the six indus-
trial groupings examined. In comparison to this, however, Recker (1977)
suggests that policy created some 57,000 to 116,000 jobs in the 1970-1972
period, the majority of these resulting from diversion from the non-assisted
areas. In the Netherlands, a more optimistic picture of the effectiveness

of policy is provided. In terms of employment the studies by o
Paelinck (1971-1973) show that, policy created some 25,000

jobs in the North over the 1960-1967 period, representing 42% of net manu-
facturing employment growth in this region. The studies by Vanhove (1961)

and van Duijn’ (1975) suggest that policy has had a significant employment
effect in approximately half of the country's assisted areas. In terms of
investment, policy generated some 1,700 million guilders and 1,100 million
guilders of investment in the North and South respectively over the 1970-1974
period. It is only in relation to the sgrvice sector that Dutch regional

policy has had apparently little effect (Bartels and Roosma, 1979).

By far the majority of evaluation work has been conducted within the United
Kingdom. The most important conclusion which these studies derive is that
regional policy as a whole as well as its major instruments have had a
significant impact, a conclusion which is by and large found regardless of
the approach/technique adopted and regardless of the focus of the study
(investment, employment or the movement of firms into the assisted areas).
Where dissimilarity or-disagreement lies is more in relation to the abso-
lute size of the policy effect and how this is apportioned between the in-
struments of the policy package. In terms of employment, some 12,000-29,000 jobs
per annum in the sixties have been estimated as directly attributable to
policy while, for investment, the policy effect has been estimated at some
£50 million to £ 100 million. Of interest, is that while the employment
effect of policy in the seventies has been falling, in comparison to the
sixties, the investment effect does not display this downward trend. In
terms of the share of firm movement into the assisted.areas due to policy, a
majority of studies place this in the range of 43% to 87% (some 450 to 900

moves) over the sixties.



- 117 -

.

It must again be repeated, however, that while the majority of studies
show that regional policy has been able to create employment and invest-
ment in the assisted areas, in some cases more substantial than in others,
there remain many areas of uncertainty in relation to the type of evalu-
ation approach adopted and to the way in which these approaches have been
operationalized. Caution must therefore be used in accepting these re-
sults as a good indicator of the effectiveness of policy, even in those
countries (e.g. the United Kingdom, the Federal Republic of Germany and
the Netherlands) where there is some broad level of agreement on the

effectiveness of policy.

Section 3 of this report examines micro studies on the effectiveness of

policy, the vast majority of these beinq concerhed with the (push) factors
which caused firms to move (whélly or partly) from their original loca-
tions and the (pull) factors which induced them to locate in an assisted
area. Whereas macro studies have explicitly set out to measure the effects
of policy, micro studies have generally been concerned with understanding
thé process by which movement and location decisions are reached and par-
‘ticularly with identifying the important push and pull factors. In doing

' so, they of course allow comment to be made on the role played by regional

policy in relation to these decisions;

The general view given by micro studies of industrial relocation is that
regional policy does not play a prime role in either the decision to move
or the decision on where to locate. Rather, in terms of the decision to
move, it is pressures internal to the firm following the need/desire to
expand (e.g. availability of labour, availability/suitability of premises)
which prevent in situ expansion. In choosing the subsequent location, it
is the availability (and price) of such factors as labour and premises,
together with market,organizational and transport and infrastructure con-
siderations which generally play the decisive role. Policy does not there-
fore generally act as a major push factor (even in these countries with
locational control systems); and, as a pull factor, it also élays a secondary
role in that it.can influence the choice of between alternative locations '
all of which satisfy the necessary preconditions for the firm. Thus, even
as a pull factér, policy acts to complement and strengthen the attractive-

ness of the assisted aieas, but, in the absence of market-related attrac-
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tiveness (e.g. relative avallability and price of labour and premises)

it is unlikely that policy itself could play a significant role in steer-
ing mobile projects to the assisted areas, except perhaps in those cases
where financial incentives would solve firm's short term liquidity prob-

lenms.

In general, regional policy has not been highly ranked amongst the fac-
tors determining firms' location decisions. With the major exception of
the United Kingdom, regional policy as a pull factor hardly ever receives
a ranking above 4 and often much lower, although there are the occasional
exceptions. By comparison, micro studies within the United Kingdom have
generally placed policy as the second or third most important locational
pull factor. In a number of cases, however, it may be that the nature of
the questionnaire has resulted in a downward bias in relation to the im-
portance of the policy effect. A typical example of this possibility is
where firms give a high rank to the availability or cost of premises. In
many countries, this (i.e. the provision of premises or some subsidization
of their cost or rent) is an important element of policy, yet where such
an instrument of policy does not directly enter the questionnaire, its
effect is likely to be incorporated under other, non-policy, headings.

.
In addition to reporting on the results of micro studies, section 3 also
considers the extent to which these are in agreement with the macro studies
for each country. Before commenting on this, it has to be noted that the
reliability of the results obtained from micro studies depends highly on
the extent to which they can be regarded as providing an accurate picture
of what actually happened at the time of the movement/location decision.
In this respect, there are many difficulties with micro studies which con-
sequently require caution to be used in accepting their results. A major
problem, for example, is that micro research is often conducted some con-
siderable time after the move has taken place which leads to problems,
first of all, in finding the person or persons who actually made the de-~
cision and, secondly, when they can be found, they may not fully remember
the situation. In addition, problems in terms of the validity of the re-
sults can arise when a logical economic rationale is used to explain the
decision which in fact was taken in an (economically) irrational way, or

when answers are given which are expected to satisfy the researcher, or
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when answers are falsified, for example, when the firm will not say that .
cheap labour was a major factor, for fear that accusions of exploitation

are made.

Strict comparisons of macro and micro results can only be made for those
countries where there has been macro research which focused on the move-
ment of firms, and this is found only for the United Kingdom. Elsewhere,
in comparing maéro and micro results, one can only talk about the broad
effectiveness of policy. Even here, no comments can be made for Denmark,
Ireland and Luxembourg due to the lack of.macro or micro studies and

little can be said for Belgium, France and Italy given the small number

of studies found there.

Where considerable macro and micro research has been conducted, consider-
able variation between the countries is found. In the Federal Republic
of Germany, neither group of studies suggest a major policy impact, al=-
though the macro studies, taken together, do suggest a somewhat higher
impact. In the Netherlands, there is considerable disagreement, with
macro studies suggesting a fairly effective poliéy whereas the resulté
of micro studies suggest that policy has played only a relatively minér
role. Finally, in the United Kingdom, macro and migro studies suggest an
effective policy, but the more optimistic picture is provided by macro
studies. Of particular interest, however, is that while micro studies
ascribe a major role to non-policy pull forces, particularly the availa-
bility of labour, the latter is given a much less significant role in

macro studies; indeed, in some cases, it is ascribed no role whatsoever.

Finally, section 4 of the report discusses the topic of the applicability
of national regional policy evaluation approaches to evaluating the re-

gional policy of the European Community. In this respect, the discussion

is confined to the Regional Development Fund, and the applicability of

macro approaches.

A major feature of the macro approach to the evaluation of national re-
gional policies is that theyseek to answer the question of how the situ-
ation in the assisted areas would have been in the absence of regional ‘

policy. Figuratiyély speaking, it is the difference between such a position
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{the counterfactual situation) and the actual position which represents
the size of the policy effect. Within such an approach, one has thefefore
to start with the assumption that the situation would have been worse in
the absence of policy.

In terms of the Fund, a major question relates, therefore, to whether or
not it results in a net addition to total expenditure on regional policy
.and therefore results in an effect which would otherwise not have arisen
had there been no Fund. Thus, before macro approaches can be applied to
the evaluation of the Fund, the latter has to be shown to display con-
siderable additionality. If there is no additionality (i.e. if the Fund
is used to substitute for rather than used in addition to national ex-
penditure on regional policy) then the actual and counterfactual situ-
ations will be similar and macro approaches will not be able to identify
and separate out the effect of the Fund. If there is only a relatively
minimal degree of additionality, it is likely that the macro techniques
would not be able to statistically identify that additionality and,
accordingly, the related effect.

In relation to additionality, the position is somewhat confused; most
Member States have described how the Fund has been implemented to achieve
additionality, yet there is a considerable body of opinion suggesting
that there is little or no additionality. Determining the degree of
additionality is not something which can be done on the basis of arith-
metic calculations. Rather, a study of the implementation procedures
associated with the Fund is required and this section discusses the areas
to be examined and some of the important questions to be answered before
the additionality of the Fund can be clarified. This must be regarded as
a precondition to any attempt to apply national level macro approaches to

an investigation of the effects of the Fund.

The final topic of this section is to examine, on the assumption of
significant additionality, how the Fund could be incorporated into an
evaluation model to determine the Fund's role in stimulating, say, move-
ment into the assisted areas of a given Member State. Particular attention
is given to the role of infrastructure given that this represents the

major type of project assisted by the Fund.
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